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Abstract: Aiming at the problem of difficult fault diagnosis work caused by the difficulty of data
acquisition of the bearing in the traction part of a coal mining machine, a method of ADAMS
simulation and HHT feature extraction of the bearing fault of a coal mining machine is proposed.
First of all, take the traction section bearing as the research object, use the virtual prototype in
the establishment of the healthy state of coal mining machine traction section model based on
the establishment of the bearing inner ring fault, rolling body fault, outer ring fault of the coal
mining machine traction section dynamics model, and then after the EMD decomposition, each
IMF component of the Hilbert transform, to obtain the signal in the time-frequency plane of the
time-frequency joint characteristics, to get the HHT marginal spectra and to different Under different
working conditions, the bearing vibration signal features are mined by quantitative feature extraction.
Finally, a variety of mainstream machine learning algorithms are introduced to classify the features,
and the results show that the feature extraction method in this paper is universal and provides
valuable theoretical support and technical guidance for the field application of coal mining machine-
bearing fault diagnosis.

Keywords: coal mining machine; bearing fault diagnosis; feature extraction; machine learning;
ADAMS; empirical modal decomposition; classification algorithm; Hilbert-Huang transform (HHT)

1. Introduction

Bearings, as critical components for the smooth operation of machinery, play a vital
role in various industries. In the automotive industry, they ensure the smooth running
of wheels and engine components. In aerospace, bearings are crucial for the reliability of
airplane engines and control systems. In manufacturing, they maintain precise positioning
and movement of parts in various machines and equipment. Their efficiency and durability
directly impact the production efficiency, product quality, and maintenance costs in these
sectors. In the coal industry, the important position of coal in China’s energy structure
determines that it will still be the most basic energy resource in China for quite a long time
in the future [1,2], while China’s coal resource mining usually adopts the integrated mining
mode with high power and mechanization as the main mode, and the coal mining machine,
as the key mechanical equipment of the coal mining enterprise, assumes an important role
in the mining process. As a key component of the transmission structure, the bearings of the
traction section of a coal mining machine are mainly used to be responsible for the traction
travel braking and deceleration of the coal mining machine [3], which are susceptible to the
influence of impact loads and lead to faults under complex working conditions, and thus
the reliability of the operation process has a direct impact on the cost and efficiency of coal
mining. Coal enterprises urgently need to solve the problem of the difficulty in analyzing
the faults of coal mining machine haulage section bearings due to the small number of
coal mining machines on site, the compact structure of the haulage section, the complexity
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of the transmission system [4], the difficulty in obtaining fault data, and the difficulty in
establishing a fault model library. Therefore, it is of great significance to study the fault
analysis method of coal mining machine traction section bearings.

Due to incomplete field data for special equipment like coal mining machines, making
fault modeling with actual data challenging, this paper proposes using fault simulation
data for fault data samples. In aviation, Flowmaster fluid software simulated fuel supply
processes and faults in aircraft fuel systems, obtaining both normal and fault simulation
data [5]. In aerospace, due to limited engine ignition data, machine learning for fault
diagnostics relied on simulated data from a rocket engine “Plant simulator” [6]. Integrating
experimental and simulation data improved prediction accuracy [7]. In bearing fault
diagnosis, the lack of sufficient fault data often leads to overfitting in models built on
small datasets [8]. Using Modelica simulation data and Case Western Reserve University
experimental data in CNN training validated the positive role of simulation data in CNN
transfer learning [9], the data model interaction approach, which uses actual performance
data to make predictions without relying on theoretical models, was also validated by using
the NASA dataset, demonstrating that the data model interaction approach, which learns
the characteristics of battery performance from historical data, is also able to efficiently
deal with the uncertainty in the degradation of the battery performance, showing the
effectiveness of the approach compared to other techniques [10,11]. With limited research
on mining machine structures, ADAMS software as a kind of dynamics simulation software
widely used in the dynamics analysis of mechanical systems, it is verified that the vibration
and transmission stability are greatly improved with this optimal bearing span by the
dynamic simulations of different bearing spans in ADAMS [12], so the advantage in
bearing fault diagnosis is mainly embodied in its advanced dynamics simulation ability, it
can precisely simulate the dynamic behavior of bearings and mechanical systems, aiding in
the identification and analysis of fault causes [13], crucial for understanding bearing faults
in mechanical systems. Hence, this paper effectively applies ADAMS for the dynamic
simulation of mining machine traction part bearings.

For data fault modeling, one challenge is the vibration signal feature extraction tech-
nology, which existing studies can divide into time-domain analysis, frequency-domain
analysis, and time-frequency domain analysis.

Time domain analysis method mainly through the extraction of rolling bearing vi-
bration signal crest factor, kurtosis factor, root mean square factor, mean value coefficient,
waveform factor, margin coefficient, impulse factor and other time domain characteristic
parameters [14], and then use the time domain characteristics of the fault diagnosis [15], so
the advantages of time-domain analysis in bearing fault diagnosis are its simplicity and
efficiency in operation, enabling the intuitive and clear capture of fault characteristics, such
as impact impulses [16]. This method is particularly suitable for the detection of early-stage
bearing faults, as it can effectively identify abnormal vibration signals. Furthermore, com-
pared to frequency-domain and time-frequency domain analyses, time-domain analysis
requires lower data processing and computational costs, making it a cost-effective and
widely used diagnostic tool. Time-domain analysis is not only used in fault diagnosis but is
also extensively applied in other fields, such as audio processing [17] and communication
systems [18].

The frequency domain analysis method first transforms the time domain vibration
signal of the rolling bearing into a frequency domain signal through certain methods
and then uses the frequency domain characteristic parameter index to diagnose the fault
frequency, harmonic frequency amplitude and phase of the rotating frequency of rolling
bearing, among which, Fourier transform analysis as the most classical algorithm for
mapping the time domain signal to the frequency domain signal has made a series of
achievements in the field of fault diagnosis of rolling bearing. A series of results, but
the Fourier transform is only applicable to the analysis of linear and smooth vibration
signals, which limits the scope of its application [19]. Cepstrum analysis is advantageous in
extracting sensitive fault features and works well in the edge bands of multiple clusters, but
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it is difficult to effectively extract features of faults in strong noise environments [20–22];
Demodulation spectrum analysis is mainly to use the spectrum, amplitude strength and
other information, to determine the fault location and damage degree of the bearing, which
can be combined with chirplet path pursuit and iterative generalized demodulation with
tunable energy factor (IGDTEF) method [23,24], which can well eliminate the influence of
speed fluctuation and background noise. So, the advantages of frequency domain analysis
in bearing fault diagnosis include its ability to identify and differentiate between different
frequency components in detail, which is very effective in detecting and localizing specific
faults in bearings. It can reveal periodic or harmonic variations due to faults that may not be
apparent in the time-domain signal. Also, frequency domain analysis helps to differentiate
between fault types, such as inner-ring, outer-ring, or rolling-body faults, each of which
has its own specific frequency characteristics and so performs more robustly when dealing
with signals in complex or noisy backgrounds and has also been used in a wide range of
applications in the fields of electrical engineering, acoustics, and signal processing.

Time-frequency analysis methods that combine time and frequency domains are usu-
ally short-time Fourier analysis, wavelet analysis [25,26], empirical mode decomposition
combined with order statistics filter (OSF), and improved complete ensemble empirical
mode decomposition with adaptive noise (ICEEMDAN) [27–29], variational modal de-
composition combined with cyclic spectrum slice energy (CSSE) or comprehensive impact
coefficient (CIC) based fitness function of the sparrow search algorithm (the fitness function
of the sparrow search algorithm) [30,31] and other methods. Therefore, the advantage of
the time-frequency analysis method in bearing fault diagnosis is reflected in its ability to
provide information in both the time and frequency domains, enabling a more comprehen-
sive understanding of the signal changes, which is particularly important for capturing
and analyzing non-stationary signals (e.g., transient vibrations caused by bearing faults).
Time-frequency analysis also reveals changes in signal frequency during a fault, helping
to identify and locate faults. In addition, because it accurately captures dynamic changes
during fault development, it is particularly effective in analyzing bearing performance
under complex or changing operating conditions. Therefore, in addition to its application
in bearing fault diagnosis, time-frequency analysis technology is also commonly used in
areas such as biomedical signal analysis and seismic data processing.

So, in this paper, the empirical modal decomposition (EMD) fusion method is used for
joint time-frequency processing of vibration signals to realize coal mining machine fault
feature extraction. For the extracted features, the machine learning method is used for
sample modeling. And machine learning applied to classification models can automatically
learn and recognize patterns and features in the data and perform effective classification
based on these learnings [32], which not only improves the accuracy and efficiency of
the classification task but also makes it possible to deal with complex and large-scale
datasets, and also continuously improves its performance to cope with changing data
characteristics [33]. Machine learning classification models are widely used in various
fields, including image recognition [34], speech processing [35,36], medical diagnosis [37],
etc., showing great flexibility and adaptability, so in this paper, we use a variety of machine
learning algorithms to monitor the faults of rolling bearings [38–40] for the classification of
bearing anomalies and crack sizes [41], and we can see that the use of machine learning
method effectiveness and rationality.

In view of the above analysis, our research is aimed at the low-speed zone fault
diagnosis of coal mining machine bearings and combined with the working conditions
of coal mining machine bearings, with the idler bearings of the traction section of the
coal mining machine as the object of research, the second chapter of this paper firstly
utilizes the ADAMS software to collect the simulated vibration signals of the bearings
under the four states, such as normal, inner-ring fault, rolling-body fault, outer-ring fault,
etc. and builds the virtual prototype-based model library of the fault diagnosis of the
bearings of the coal mining machine. Then Section 3 combines the Hilbert-Huang transform
(HHT) bearing fault diagnosis method in the low-speed zone of coal mining machine,
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based on the theory of HHT, through a series of processing such as empirical modal
decomposition (EMD) of the vibration signal of the coal mining machine bearing, intrinsic
modal function (IMF) component solving envelope and instantaneous frequency, and the
HHT marginal spectrum for feature extraction, and finally Section 4 inputs the extracted
features into the classification algorithm for classification, in-depth study of the vibration
signal characteristics of coal mining machine bearings under different working conditions,
to provide a new way of thinking for the fault diagnosis of the bearings in the traction
section of the coal mining machine, which has certain engineering significance.

2. Establishment of Virtual Prototyping of Coal Mining Machine Traction Section and
Simulation of Faulty Bearing Dynamics
2.1. 3D Modeling of The Coal Mining Traction Section Driveline

Take MG210/485-WD type thin seam coal mining machine haulage section as the
research object. The specific parameters of the traction section drive train are shown in
Tables 1 and 2. Using the three-dimensional modeling software SolidWorks 2018 [42] (3D
computer-aided design (CAD) and computer-aided engineering (CAE) software programs),
each major component of the drive system of the haulage section of the coal mining machine
was modeled and assembled. The established three-axis primary planetary gear train and
its components are shown in Figure 1, and the established three-axis secondary planetary
gear train and its components are shown in Figure 2. After the assembly was completed,
interference tests were performed on the meshing of the gears and the fit of the bearings
and shafts to ensure that the constructed model was spatially structurally compliant. Since
seals, retaining rings, and spacers do not have much influence on the simulation results,
this paper only analyzes the gears and bearings, which are the main components of the
transmission system, in order to improve the efficiency of the simulation and to avoid
unnecessary workload.

Table 1. Parameters of each gear of shearer traction part.

Part Name Modulus/mm Number of Teeth Pressure Angle/◦ Tooth Width/mm

Primary planetary gear
Sun gear 4.5 18 20 54

Planetary gear 4.5 25 20 54
Ring gear 4.5 69 20 54

Secondary planetary gear
Sun gear 4.5 23 20 95

Planetary gear 4.5 24 20 95
Ring gear 4.5 72 20 95

Electrical machinery
Sun gear 3 17 20 32

Planetary gear 3 32 20 32
Ring gear 3 82 20 32

Transmission department
First axis gear 4 36 20 50

Double axis gear 4 36 20 50
Triaxial gear 4 79 20 50

Table 2. Parameters of bearings of shearer traction part.

Subordinate Parts Bearing Type Number of Bearings Remark

Traction motor planetary
components

Cylindrical roller bearings 12 planetary gear
Cylindrical roller bearings 2 Motor sun gear
Deep groove ball bearings 2 Motor planetary carrier

Traction one-axle assembly
Cylindrical roller bearings 2 First axis gear
Cylindrical roller bearings 3 First axis gear
Spherical roller bearings 2 One shaft propshaft

Traction 2-axis assembly Deep groove ball bearings 4 Idler

Traction triaxial assembly Deep groove ball bearings 2 Triaxial gear

Traction planetary assemblies
Double row tapered roller bearings 2 Secondary planetary carrier

Double row cylindrical roller bearings 20 Secondary planetary gear
Double row cylindrical roller bearings 12 Primary planetary gear
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2.2. Kinetic Modeling of Coal Mining Traction Section Driveline
2.2.1. Import of 3D Models

In order to facilitate the subsequent simulation operation, five Boolean summation
operations were first performed in SolidWorks according to the characteristics of the drive
system of the haulage section of the coal mining machine before being imported into the
ADAMS simulation software. The first is to sum the motor planetary carrier, the first shaft,
and the first shaft gear; the second is to sum the third shaft gear, the third shaft, and the
first stage of the planetary carrier; the third is to sum the first stage of the sun gear and the
second stage of the planetary carrier; the fourth is to sum the second shaft and the inner
ring of the idler bearing; and the fifth is to sum the second shaft gear and the outer ring of
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the idler bearing. The first is to sum the motor planetary carrier, the first shaft, and the first
shaft gear; the second is to sum the third shaft gear, the third shaft, and the first stage of the
planetary carrier; the third is to sum the first stage of the sun gear and the second stage of
the planetary carrier; the fourth is to sum the second shaft and the inner ring of the idler
bearing; and the fifth is to sum the second shaft gear and the outer ring of the idler bearing.
Then, the constructed model was exported to Parasolid format for subsequent import into
ADAMS. Finally, the import of the 3D model of the drive system of the haulage section of
the coal miner was realized by using the IMPORT function in ADAMS software (version
number: ADAMS 2019).

2.2.2. Constraints, Loads and Drives Applied

After inputting the 3D model into ADAMS, the simulation boundary conditions, such
as constraints, loads, and drives, need to be applied to each component, and the simulation
of each element is performed accordingly. According to the transmission characteristics
of the coal mining machine traction section, some conventional constraints in ADAMS,
such as fixed joint, revolute joint, sliding joint, and contact, are used to apply constraints
between various parts in the coal mining machine traction section model. From the working
parameters of the MG210/485-WD thin seam coal mining machine, it can be seen that
its driving speed is 521 r/min, while the load torque is 109.2 kN·m. Due to the units in
ADAMS, the drive speed is converted here to 3126 deg/s, while the load torque is converted
to 1.092 × 108 N·mm. In order to avoid the impact of the shock phenomenon caused by the
application of a constant load on the simulation results, the STEP function is used here to
generate the load torque, which ensures that the load increases slowly over a certain period
of time.

2.2.3. Determination of Contact Force Parameters

By applying the contact force action between the parts, it enables a better simulation
of the real meshing state. The parameters such as the stiffness coefficient K, the damping
coefficient c, the immersion depth d, the force index e, and the number of friction factors are
calculated according to the material properties as well as the actual transmission structure.

Here, the stiffness factor K is calculated as follows:
K = 4

3 R
1
2 E

1
R = 1

R1
+ 1

R2
1
E =

1−µ2
1

E1
+

1−µ2
2

E2

(1)

where R denotes the calculated integrated radius of curvature in mm, R1 and R2 denote
the respective radius of curvature of the two contacting parts at the contact point in
mm, E denotes the calculated integrated modulus of elasticity in MPa, µ1, µ2 denotes the
respective Poisson’s ratios of the two contacting parts, E1, E2 denote the respective modulus
of elasticity of the two contacting parts in MPa.

On this basis, the other contact force parameters and stiffness coefficients K calculated
are shown in Tables 3 and 4. According to the parameters of the haulage section of
MG210/485-WD type thin-seam coal miner, its main contact gears and gear radii are shown
in Table 5.

Table 3. Other contact force parameters.

Damping Coefficient
C/(N s/m)

Immersion
Depth d/mm Force Index

Coefficient of Friction

Static Friction
Coefficient

Kinetic Friction
Coefficient

Static Slip
Speed/(mm/s)

Dynamic Slip
Speed/(mm/s)

1000 0.01 1.5 0.08 0.05 0.1 1
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Table 4. Stiffness coefficient K.

Gear 1 Gear 2 Stiffness Coefficient,
N/mm3/2

Motor sun gear Motor planetary gear 1.9097 × 107

Motor planetary gear Motor internal gear ring 2.7498 × 107

Triaxial gear Two-Axis gear 3.2912 × 107

Two-Axis gear One-Axis gear 2.8078 × 107

Primary sun gear Primary planetary gear 2.2708 × 107

Primary planetary gear Primary internal gear ring 3.0071 × 107

Secondary sun gear Secondary planetary gear 2.4056 × 107

Secondary planetary gear Secondary internal gear ring 2.9781 × 107

Table 5. Main contact gear and radius.

Gear 1 Radius/
mm Gear 2 Radius/mm

Motor sun gear 25.5 Motor planetary gear 48
Motor planetary gear 48 Motor internal gear ring 123

Triaxial gear 158 Two-Axis gear 72
Two-Axis gear 72 One-Axis gear 72

Primary sun gear 40.5 Primary planetary gear 56.25
Primary planetary gear 56.25 Primary internal gear ring 155.25

Secondary sun gear 51.75 Secondary planetary gear 54
Secondary planetary gear 54 Secondary internal gear ring 162

2.3. Simulation Correctness Verification
2.3.1. ADAMS Model Solving Mechanism

The generalized coordinates in ADAMS are usually expressed in terms of general-
ized Euler angles, Euler angles, and center-of-mass Cartesian coordinates in the form of
p = [ψ, θ, φ, x, y, z] T such that each rigid body can be represented by six generalized co-
ordinate systems. Moreover, ADAMS uses the Lagrange multiplier method to establish
the model kinematics equations, on the basis of which the differential-algebraic equations
(DAE) are established.

According to the way of solving DAE equations, ADAMS solvers can be categorized
into four types: Wstiff, Dstiff, Gstiff, and Constant_BDF. Their comparisons are shown in
Table 6.

Table 6. Comparison of ADAMS solvers.

Wstiff Dstiff Gstiff Constant_BDF

Estimation
algorithm

Newton divided
difference

Newton divided
difference Taylor series Newton divided

difference
Points format SI1, SI2, I3 I3 SI1, SI2, I3 SI1, SI2, I3

Simulation
duration

Comparatively
long

Comparatively
longer

Comparatively
shorter

Comparatively
shorter

From Table 6, it can be seen that Gstiff has a greater advantage in the accuracy of the
prediction algorithm, the diversity of the integral form, the rapidity of the simulation, etc.
Therefore, the Gstiff solver is adopted as the solver for the simulation of the drive system
of the haulage section of the coal mining machine.

2.3.2. Setting of Simulation Parameters

Dynamics simulation of the shearer haulage section drive system (QYB for short) is
modeled with a simulation time of 1 s, a step size of 1.0 × 10−6, and a solver using Gstiff
with an integration format of I3 and an error of 1.0 × 10−3.
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2.3.3. Analysis of Simulation Results

Figure 3 demonstrates the relationship between the input angular velocity of the
motor sun wheel and the output angular velocity of the secondary planetary carrier. By
analyzing the parameters and working characteristics of the thin coal seam mining machine
of MG210/485-WD, the input angular velocity of the motor sun wheel is set at the constant
value of 2550◦/min, and it can be seen from this figure that the average output angular
velocity of the secondary planetary carrier is 10.04◦/min, and the calculated transmission
ratio of the simulation is 253.98, which is basically consistent with the theoretical transmis-
sion ratio 255, with a deviation of only 0.4%, which proves the correctness of the simulation
model after comparison.
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2.4. Faulty Bearing Dynamics Modeling

When the drive system of the haulage section is working, the second-axis idler bearing
is affected by the impact of the first-axis and third-axis planetary gears due to its fast rotation
frequency, so it is prone to fault when the second-axis idler shaft is poorly assembled. In
this paper, on the basis of the model of the coal mining machine traction section in the
healthy state established in the previous section, the dynamic model of the coal mining
machine traction section with the fault of the inner ring of two-axis idler bearing, rolling
body fault, and outer ring fault is established, respectively.

The simulated signals are obtained after simulation by ADAMS software, as shown in
Figure 4.
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3. HHT Signal Processing
3.1. Signal Processing Flow

The vibration signal processing method based on HHT theory is mainly based on the
Hilbert transform of EMD, IMF, Hilbert-Huang spectrogram, and HHT marginal spectrum,
and adopts instantaneous envelope and instantaneous frequency to characterize the signal
changes, and more intuitively embodies the difference between different types of fault
signals through the time-frequency joint analysis method. The method is divided into
3 basic steps:

The vibration signal is preprocessed by the EMD method, decomposed into a series of
intrinsic modal functions (IMFs), and each IMF component is subjected to a fast Fourier
transform (FFT) to obtain the frequency distribution of each component;

The Hilbert transform is applied to each IMF component and processes it with an
instantaneous envelope and instantaneous frequency, and then each IMF is superimposed
onto a single plot to obtain the instantaneous envelope and instantaneous frequency plot of
each IMF of the original signal;

The time-frequency joint processing of the EMD-preprocessed signals is performed
to obtain the time-frequency planar signal feature maps by means of the Hilbert-Huang
spectrogram and the HHT marginal spectrum.

3.2. EMD Decomposition

Empirical Mode Decomposition (EMD) is a signal processing method for non-stationary
data proposed [43,44], which can adaptively decompose the simulated signals of coal miner
traction section bearings into a number of intrinsic modal functions (IMF for short). For a
given signal x(t), the effective EMD decomposition steps are as follows:

1. Find all local extrema of the signal x(t);
2. The interpolation method is used to form the lower envelope emin(t) for the mini-

mum value point and the upper envelope emax(t) for the maximum value;
3. Calculate the mean m(t) of the upper and lower envelope signals:

m(t) =
emin(t) + emax(t)

2
(2)

4. The mean m(t) is abstracted from the original signal x(t) to obtain the intermediate
conditional function f(t):

f (t) = s(t)− m(t) (3)
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5. Repeating the above steps for f(t) satisfying the conditions yields a large number
of intrinsic modal functions and residual components r(t), which can be expressed as,
respectively:

IMFn = f (t) (4)

r(t) = r(t)− f (t) (5)

After that, go to the next step; otherwise, make x(t) = f(t) and return to the first step to
redo the computation.

6. Determine whether the resulting residual quantity r(t) is satisfied as a constant or
monotonic function. If it is, this algorithm ends; otherwise, make x(t) = r(t) and return to
the first step to continue the computation.

According to the above method, EMD preprocessing is performed on the simulated
signals and Fast Fourier Transform is applied to each IMF; the results are shown in Figure 5.
Due to space limitations, only the first 6 IMF results for normal bearing signal processing
are shown. The frequency distribution of the signal under different faults can be initially
obtained from the results, but the classification effect is still poor.
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3.3. Envelope and Instantaneous Frequency Processing of IMFs

On the basis of the previous section, envelope analysis, and instantaneous frequency
processing are performed for each IMF component, and all IMF envelopes and instanta-
neous frequencies of each signal are represented on a single graph separately to obtain
the results of IMF refinement under different faults, which are shown in Figure 6. The
processing can clearly categorize different fault types, as can be seen from Figure 6a, the
normal state of the bearing is decomposed into a total of 11 IMF, as can be seen from the
instantaneous amplitude graph, its instantaneous amplitude is roughly between 0 and 0.15,
and does not show a clear cyclical component, and as can be seen from the instantaneous
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frequency graph, the instantaneous frequency is mainly concentrated in the range of 0 to
2000 Hz. From Figure 6b, it can be seen that the bearing inner ring fault state is decom-
posed into 13 IMF in total, which can be seen from the instantaneous amplitude graph
that its instantaneous amplitude is roughly between 0 and 3, including the cyclical shock
component, and from the instantaneous frequency graph that its instantaneous frequency
is mainly concentrated in 0 to 4000 Hz. From Figure 6c, it can be seen that the bearing
rolling element fault state is decomposed into 14 IMF in total, which can be seen from the
instantaneous amplitude graph that its instantaneous amplitude is roughly in the range of
0–4, including the cyclical shock component, and from the instantaneous frequency graph
that its instantaneous frequency is mainly concentrated in 0–4000 Hz. From Figure 6d, it
can be seen that the bearing outer ring fault state is decomposed into 12 IMF s in total, and
from the instantaneous amplitude graph, it can be seen that its instantaneous amplitude is
roughly in the range of 0–0.4, which contains the cyclical shock component, and from the
instantaneous frequency graph, it can be seen that its instantaneous frequency is mainly
concentrated in the range of 0–4000 Hz. The analysis shows that the amplitude of the
normal condition and outer ring fault is closer, the amplitude of inner ring fault and rolling
body fault is closer, and in the instantaneous frequency diagram, the frequency spectra of
the three fault conditions are also approximately the same. The instantaneous amplitude
and instantaneous frequency plots make it difficult to distinguish each operating state of
the bearing under different conditions, so further signal processing is required.

Processes 2024, 12, x FOR PEER REVIEW 12 of 18 
 

 

frequency is mainly concentrated in the range of 0–4000 Hz. The analysis shows that the 
amplitude of the normal condition and outer ring fault is closer, the amplitude of inner 
ring fault and rolling body fault is closer, and in the instantaneous frequency diagram, the 
frequency spectra of the three fault conditions are also approximately the same. The in-
stantaneous amplitude and instantaneous frequency plots make it difficult to distinguish 
each operating state of the bearing under different conditions, so further signal processing 
is required. 

  

(a) (b) 

  
(c) (d) 

Figure 6. IMF component envelope diagram and instantaneous frequency diagram: (a) Normal 
bearing; (b) Outer ring fault; (c) Inner ring fault; (d) Rolling element fault. 

3.4. Hilbert-Huang Spectrogram and HHT Marginal Spectral Processing 
In this section, based on the EMD decomposition, the Hilbert transform is applied to 

each IMF component to obtain the joint time-frequency characteristics of the signal in the 
time-frequency plane, and the obtained HHT marginal spectra are shown in Figure 7. In 
Figure 7 we see that the eigenfrequencies under normal operating conditions and the three 
fault conditions are obviously different, and the amplitudes corresponding to the eigen-
frequencies under the three fault conditions are also obviously different. The quantitative 
feature extraction using HHT marginal spectra can initially realize the classification of 
bearing faults and provide data support for the subsequent machine learning algorithms. 

Figure 6. IMF component envelope diagram and instantaneous frequency diagram: (a) Normal
bearing; (b) Outer ring fault; (c) Inner ring fault; (d) Rolling element fault.



Processes 2024, 12, 164 12 of 17

3.4. Hilbert-Huang Spectrogram and HHT Marginal Spectral Processing

In this section, based on the EMD decomposition, the Hilbert transform is applied
to each IMF component to obtain the joint time-frequency characteristics of the signal in
the time-frequency plane, and the obtained HHT marginal spectra are shown in Figure 7.
In Figure 7 we see that the eigenfrequencies under normal operating conditions and the
three fault conditions are obviously different, and the amplitudes corresponding to the
eigenfrequencies under the three fault conditions are also obviously different. The quantita-
tive feature extraction using HHT marginal spectra can initially realize the classification of
bearing faults and provide data support for the subsequent machine learning algorithms.
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4. Result and Discussion

This section proposed to instantiate the ADAMS simulation and HHT feature extrac-
tion proposed in the previous research. Through the quantitative feature extraction of
the HHT marginal spectrum, the difference between normal bearing condition, inner ring
fault, rolling element fault, and outer ring fault can be observed and distinguished by
visualization intuitively to obtain a certain amount of feature data samples and to utilize
a variety of Common machine learning methods for fault classification modeling, and
then verify the effectiveness of the HHT feature extraction method. In addition, the fault
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classification model obtained by suitable machine learning can be selected to provide a
preliminary fault diagnosis model for field applications.

4.1. Feature Extraction

By comparing the HHT marginal spectrograms of different states in Figure 7, the
intervals with obvious differences are selected as the characteristic intervals, and the mean
and variance of each interval are calculated as the characteristic values, respectively. Further,
in this paper, we select seven intervals, such as [1, 500], [501, 1000], [1001, 1500], [1501,
2000], [2001, 3000], [3001, 3500], [3501, 4000]. A total of 120 sets of simulation data were
randomly selected as samples. The 4 bearing states are computed and finally form (4 ×
120) × (7 × 2) i.e., a dataset of dimension 480 × 14. The resulting feature matrix is shown
in Table 7.

Table 7. 7-interval characteristic matrix of 480 groups of samples.

Bearing Condition Interval 1
Mean

Interval 1
Variance . . . Interval 7

Mean
Interval 7
Variance

Normal 1 0.010875 0.001239 . . . 1.26 × 10−7 6.00 × 10−14

Normal 2 0.012967 0.001359 . . . 1.42 × 10−7 1.35 × 10−13

. . . . . . . . . . . . . . . . . .

Normal 120. 0.012531 0.001449 . . . 1.14 × 10−7 7.23 × 10−14

Inner ring fault 1 0.001894 3.87 × 10−7 . . . 1.56 × 10−5 2.87 × 10−10

Inner ring fault 2 0.002283 1.92 × 10−7 . . . 1.76 × 10−5 2.33 × 10−10

. . . . . . . . . . . . . . . . . .

Inner ring fault 120 0.002544 2.03 × 10−7 . . . 2.21 × 10−5 3.28 × 10−10

rolling element fault 1 0.002778 4.81 × 10−7 . . . 1.76 × 10−3 2.79 × 10−7

rolling element fault 2 0.001876 4.07 × 10−7 . . . 2.12 × 10−3 2.31 × 10−7

. . . . . . . . . . . . . . . . . .

rolling element fault 120 0.001934 3.65 × 10−7 . . . 1.54 × 10−3 2.55 × 10−7

Outer ring fault 1 0.002894 2.88 × 10−6 . . . 1.22 × 10−3 3.85 × 10−9

Outer ring fault 2 0.003174 3.41 × 10−6 . . . 2.47 × 10−3 1.62 × 10−8

. . . . . . . . . . . . . . . . . .

Outer ring fault 120 0.002629 2.23 × 10−6 . . . 1.76 × 10−5 1.37 × 10−9

4.2. Machine Learning Model Classification Estimation and Comparison

Randomly select 108 sets of data from each of the four bearing states as the training
set and the remaining 12 sets as the test set data for validation, using the cross-validation
method to divide the data set into 5 folds and estimate the accuracy of each fold to pre-
vent overfitting, using principal component analysis (PCA) method to dimensionality
reduction the features, the component selection criterion is 95% explained variance, and
the mainstream machine learning classification algorithms were selected to be validated,
respectively. The corresponding accuracy rate was obtained. The specific results are shown
in Table 8.
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Table 8. Accuracy of different classification algorithms.

Classification Algorithm Accuracy/%

Decision tree
Fine-grained Decision Tree 100

Medium Decision Tree 97.5

Discriminant analysis Linear Discriminant 94.4

Naive Bayes Classifier Naive Bayes 99.5

Support vector machine

Quadratic SVM 96.3

Cubic SVM 95.7

Medium Gaussian SVM 97.4

Rough Gaussian SVM 50

K Nearest Neighbor Classifier

Medium KNN 100

Rough KNN 20.8

Cubic KNN 97.1

Weighted KNN 100

Kernel approximation classifier SVM kernel 41.7

logistic regression kernel 93.7

Neural network classifier

Medium-sized neural networks 100

Wide neural network 96.2

Two-layer neural network 100

Levenberg-Marquardt neural
network [45] 98.7

Ensemble classifier
Boosting Tree 96.5

Subspace discrimination 95.8

RUSBoosted Tree 20.8

Through the overall observation and analysis of Table 8, it can be found that, removing
the six classification algorithms of rough Gaussian SVM, rough KNN, SVM kernel, boosting
tree, logistic regression kernel, and RUSBoosted tree, which have poor accuracy, the rest
of the classification algorithms have good accuracy. This can prove the effectiveness and
accuracy of the feature extraction method proposed in the paper.

4.3. Discussion

The analysis of the extracted feature samples modeled by multiple machine learning
algorithms shows that the accuracy of commonly used models with simple algorithms
can basically meet the application requirements, which indicates the effectiveness of the
previous feature extraction algorithms, but for the next step of the study, there are still two
aspects of attention: firstly, most of the models have a better accuracy rate, and these may
be caused by overfitting, so multiple models with a better accuracy rate will be selected
and deployed to run in the field, this practice not only allows for a better comparison of the
true effectiveness of each model, but also provides the field with one or more speculative
conclusions on the types of faults that may occur, and this also helps in the discovery of
sample fault data in the field and enriches the fault database. Secondly, although the simple
machine learning models get better results in this modeling, this test is only a validation of
the effect of going to the feature extraction algorithm, not in the later practical application
of these simple models will necessarily get better results. Since the data in this paper comes
from theorized simulation, the real data may have a certain gap. Therefore, the next step of
the research-specific approach is that, with the collection of field data, the new real data will
be added to the simulation sample data and reuse a variety of machine learning methods
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for modeling and analysis, and even some more complex and new methods will be used
so that the methods proposed in this paper are used for continuous model correction or
replacement to ensure the accuracy of field fault diagnosis.

5. Conclusions

The rigid-flexible coupling model of the coal mining machine haulage transmission
system was established by ADAMS virtual prototype technology, on the basis of which
the dynamic models of idler gear bearing normal, inner ring fault, rolling element fault,
and outer ring fault were established, and simulation signals were obtained, respectively.
A bearing fault diagnosis method based on the Hilbert–Huang Transform (HHT) in the
low-speed zone of a coal mining machine is proposed. The joint time-frequency processing
method of vibration signals based on HHT theory is adopted, and through a series of
processing such as EMD decomposition, IMF component solving envelope and instan-
taneous frequency, and HHT marginal spectrum of the vibration signals of coal mining
machine bearings, the vibration signal characteristics of coal mining machine bearings
under different working conditions are deeply excavated and gradually refined from intu-
itive qualitative analysis to the quantitative analysis of multi-interval feature extraction. In
order to further verify the effectiveness of the method proposed in this paper, a variety of
mainstream machine learning classification algorithms are selected to classify the extracted
features, and the results show that the feature extraction method proposed in this paper
has good adaptability and accuracy to most machine learning algorithms, and it can realize
the construction of the fault simulation database of the coal mining machine bearings, the
extraction of fault features, and the estimation of the classification of the faults, which
provides the key technological basis for the field application of the fault diagnosis of the
coal mining machine. In the next step, the feature extraction algorithm proposed in this
paper and the fault classification model established with better accuracy will be tried to
be used in the actual field, which not only can provide possibly correct fault diagnosis
suggestions for the field but also can help the researchers to collect the fault samples,
and also the next step will be to utilize the field data for the improvement of the feature
extraction algorithm and updating iteration of the fault classification model, so that this
paper’s theoretical research is gradually applied to the actual field.
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