
Citation: Chatterjee, S.; Paras; Hu, H.;

Chakraborty, M. A Review of Nano

and Microscale Heat Transfer: An

Experimental and Molecular

Dynamics Perspective. Processes 2023,

11, 2769. https://doi.org/10.3390/

pr11092769

Academic Editor: Ireneusz

Zbicinski

Received: 8 August 2023

Revised: 8 September 2023

Accepted: 12 September 2023

Published: 16 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Review

A Review of Nano and Microscale Heat Transfer: An
Experimental and Molecular Dynamics Perspective
Samyabrata Chatterjee 1, Paras 1, Han Hu 2,* and Monojit Chakraborty 1,*

1 Department of Chemical Engineering, Indian Institute of Technology Kharagpur, Kharagpur 721302, India;
samyabrata.c@kgpian.iitkgp.ac.in (S.C.); parasdhiman.iitism@kgpian.iitkgp.ac.in (P.)

2 Department of Mechanical Engineering, University of Arkansas, Fayetteville, AR 72701, USA
* Correspondence: hanhu@uark.edu (H.H.); monojit@che.iitkgp.ac.in (M.C.); Tel.: +91-3222-283932 (M.C.)

Abstract: Significant progress in the development of micro and nanoscale devices has been observed
for the past three decades. The thermal transportation in these small-length scales varies significantly,
and it is difficult to explain the underlying physics using the pre-existing theoretical formulations.
When the bulk dimension of a system is comparable to or smaller than the mean free path (MFP)
of the thermal carriers, classical theories, such as Fourier’s Law of heat conduction, are unable to
accurately explain the system energy dynamics. The phenomena of energy transit and conversion at
the micro to nanoscale is an interesting topic of research due to the substantial changes in behavior
that are documented when compared to those at the macro size. This review article is broadly divided
into two parts. Initially, the recent development in the field of molecular dynamic (MD) simulations
is emphasized. Classical MD simulation is such a powerful tool that provides insight into the length
scales where the conventional continuum approaches cease to be valid. Several examples of recent
developments in the applicability of MD simulations for micro and nanoscale thermal transportation
are reviewed. However, there are certain limitations of the MD simulations where the results deviate
from experimental validation due to the lack of knowledge of the appropriate force fields. Hence
the experimental development of micro and nanoscale thermal transportation processes is briefly
reviewed and discussed in the other section of this review article.

Keywords: molecular dynamics; force-fields; thermal transportation; microelectronic devices;
liquid thin-film

1. Introduction

According to Moore’s Law, the number of transistors that fit into an integrated circuit
doubles every second year, indicating the aggressive miniaturization goals of electronic
devices over time. These goals are achieved by the improved production of characterized
materials with varied length scales. Polymer-nanocomposites [1], multilayer-coating [2],
optoelectronic devices [2], microelectronic devices [3], and semiconductor quantum dots [4],
are some applications of these characterized materials. However, the major trade-offs while
designing these sophisticated and miniaturized devices are the thermal management
and energy conversion issues. The control of thermal management requires a complete
understanding of the transfer of heat [5] from a system. In micro or nanoscales, the surface-
to-volume ratio becomes very high, which makes the classical laws of the heat transfer
phenomenon distinctly different [5,6].

Fourier’s Law is the most commonly used equation to quantitatively understand the
phenomenon of conductive heat transfer. Fourier’s Law correlates the relationship among

.
Q,

the heat flux with the thermal conductivity (k), and∇T, which is the temperature gradient.
Various approaches are developed based on this famous relationship, such as the Boltzmann
transport equation, atomistic calculations of thermal conductivity [7–9], and many others.
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However, several instances have shown that Fourier’s Law-based calculations differ signifi-
cantly when the length scale is reduced to the micro and nano range [6]. One of the widely
used methods to identify the violation of Fourier’s law is by parameterizing the thermal
conductivity [10] of the sample as κ ∼ Lβ, where κ is the thermal conductivity, L is the
length of the nanotube, and β is the parameter that identifies the deviation from Fourier’s
law. β = 0 identifies the exact correlation with Fourier’s law, and when β deviates from zero,
certain computational procedures are performed to find the minimum deviation from the
experimentally determined value of κ. A detailed analysis of multiwalled carbon nanotubes
and boron-nitride nanotubes was conducted by Chang et al. [10]. The thermal conductivity
of the superlattice structures [11] and Si nanowires [12] are very low when compared to
Fourier’s Law. It is well-established that Fourier’s Law fails to describe systems when the bulk
dimension is comparable or smaller than the mean free path (MFP) of the thermal carriers
i.e., phonons and electrons [6,13]. Phonons are mostly important for non-metallic systems
where they have a wide range of frequencies and MFPs (1 to 100 nm), and electrons are
important for metallic systems. Not only does Fourier’s Law require a modification at smaller
length scales, but Plank’s black body radiation theory also fails to explain the large radiative
heat transfer [14,15] when compared to the experimental results that are conducted in a
tens of nanometer range of separation. Experimental methods, such as the 3ωmethod [16],
scanning thermal microscopy [17,18], transient thermoreflectance [19,20], the pump-probe
technique [21], Raman microscopy [22], photoluminescence [23,24], and thermal conductivity
spectroscopy [25] are used to capture the fundamental physics of heat transfer. Even though
the experimental devices are getting sophisticated, the lack of accuracy of the measurements
remains a major drawback, which leads to the development of several computation methodolo-
gies. The Phonon Boltzmann equation [26], Debye approximation of phonon dispersion [27],
first principle density functional theory (DFT) calculations [28,29], molecular dynamic (MD)
simulations [12,28–32], Atomistic Green’s function [33,34], Boltzmann transport equation [34],
and Monte Carlo simulations [35] are some of the most popular computational methods used
to understand the transportation of heat. Several hybrid methods are being implemented to
achieve a higher accuracy of output. The concepts of continuum- and advanced continuum-
based models are developed, which were originated by Eringen and his co-workers [36,37]
and have found their applicability in developing theories [36–40] of nonlocal elasticity, fluid
dynamics, and electromagnetic field theories. A complete mathematical and thermodynamic
treatment is performed under two major postulates, namely (a) the energy balance law in the
global form and (b) by considering the material body to be only attracted by the neighboring
points of the body. The efficiency of these computational methods is increased by using GPU-
based computations, high-performance computers, and supercomputers. The computational
methods may be very insightful in understanding the thermal transport properties, but it is to
be noted that the accurate implementation and the limitations of these methods must be kept
in mind to achieve meaningful results.

While designing devices, such as semiconductor lasers and processors of computers,
the effective removal of heat becomes the major objective where high thermal conductivity
materials are necessary. Single-walled carbon nanotubes (CNTs) and graphene have very
high thermal conductivities [41], which are measured using both computational and experi-
mental methods. Nanoparticles when suspended in fluid enhance the thermal conductivity
beyond the effective medium [42,43]. This phenomenon has triggered several experimental
and computational multiscale studies. Contrary to the high-thermal conductivity devices,
low-thermal conductivity materials are equally important for solid-state refrigeration de-
vices. Silicon nanowires, germanium nanowires, WSe2 crystals, and some superlattices
have significantly low thermal conductivity [11,32].

Several of these thermal properties have been estimated both experimentally and
computationally. This review is an attempt to put forward the advances in nanoscale
heat transportation in both the experimental and computational domains. However, due
to the vastness of the computational domain, this article limits the discussion only to
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the advances in MD simulation methodologies for micro and nanoscale systems. Some
unsolved problems have also been discussed.

2. Molecular Dynamic Simulations

Depending on the length scale and time scale, numerous strategies are implemented
to understand the thermal behavior of a system. Figure 1 presents a schematic of the
spatiotemporal scale variation and the respective specific strategic tool used. This article
is restricted to the domain of micro and nanoscale systems, which range from 10−6 to
10−9 m. Although other strategic tools are used to understand energy transport in the
above-mentioned system length scale, in this article, the discussion is restricted to the
development of the MD paradigm only. From Figure 1, it is quite evident that MD covers
the overall micro and nanoscale range, and this technique has been studied since 1964 when
Rahman found the correlation in the motion of liquid Ar particles and later modified it [31].
MD simulation is an extremely handy tool to study many-body problems at an atomic to
molecular scale [30]. MD uses the concepts of statistical mechanics while solving Newton’s
equation of motion, and the accuracy of the outcomes can be controlled by using realistic
many-body inter-atomic potentials. With the recent development in super-fast computing
facilities and GPU-based computing, MD simulations have become indispensable in the
field of research ranging from biological sciences to material sciences [44–46]. In the next
section, a detailed description of the basic principles of MD simulations is provided.
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2.1. Basic Principles of MD

MD simulations originated from the premise that every substance is made up of atoms
and molecules, and if the basic parameters of these elementary particles are calculated,
some of the macroscopic physical properties, such as temperature, pressure, and volume,
can be obtained from the fundamental principles. MD is a bottom-up approach where
Newton’s second law (Equation (1)) is numerically solved. The law for the atomic scale is
written as

→
F i = mi

d2→r i
dt2 = − ∂Φ

∂
→
r i

(1)

where
→
F i is the force exerted by all the atoms present in a system, mi is the mass of an atom,

→
r i is the spatial position of a specific atom, Φ is the potential of the system, and t is the time.
The displacement of the molecules can be obtained by a double-time integration. If the
displacement information within a certain time interval is captured for all the atoms, a piece
of detailed information about the atoms can be captured, which can be further analyzed



Processes 2023, 11, 2769 4 of 42

to obtain certain macroscopic physical properties. However, Newton’s second law falls
short for complex geometries of the molecules, and a much more generalized version of
the original equation is adopted. However, the most important and complicated part of an
MD simulation is the choice of the potential of a system, which is derived from ab initio
quantum mechanical calculations. Examples of some of the well-established potentials
implemented in MD simulations are provided in the next section.

2.2. Example of Some Potential Forms in MD Simulations

The potential of a system is considered to be the sum of effective pair potentials
denoted as φ(

→
r ij). Mathematically it is expressed as

Φ = ∑
i

∑
j>i

φ(
→
r ij) (2)

The term
→
r ij represents the distance between molecules i and j. Equation (2) may be

a very simplified assumption, but this assumption fails to capture the physics of various
complicated geometries or systems at very low temperatures. Hence, the development of
several other potential forms became essential. Some of the most commonly used potential
forms used in heat transfer research are presented in this section.

2.2.1. Lennard–Jones Potentials

The most commonly used potential is the Lennard–Jones (LJ) 12-6 potential [47] where
the molecules are assumed to be symmetric. The LJ potential φLJ(r) is defined as follows:

φLJ(r) = 4εij

(σij

rij

)12

−
(

σij

rij

)6
 (3)

Here, εij, and σij are the energy and the length scale parameters, respectively. The(
1
rij

)12
term represents short-range repulsive interactions, and the

(
1
rij

)6
term describes

the long-range attractive interactions between the atoms/molecules present in the system.
Figure 2 depicts the fact that when two atoms come within the diametric distances, they
tend to repel each other, whereas atoms present until a certain interatomic distance attract
each other, and beyond a certain interatomic distance (2.5 σ), particles do not interact. The
minimum potential exists when the interatomic distance is 21/6 σ. The LJ 12-6 potential
is most commonly used to describe the dynamics of gaseous, especially inert, gases and
simple fluidic systems. However, it fails to explain the directional properties of complex
many-body systems consisting of directional properties, such as crystal structures and
multi-layer graphene.

φLJ(r) =
4εij

[(
σij
rij

)12
−
(

σij
rij

)6
−
(

σij
rcut

)12
−
(

σij
rcut

)6
]

r ≤ rcut

0 r > rcut

(4)

It is to be kept in mind that the major computational calculations are performed while
analyzing the potential. This must be performed within a certain cut-off range, or else it may
lead to substantial errors considering far-off molecules. Calculations related to pressure or
stress must be performed with caution and a proper cut-off distance following Equation (4).
However, several other modifications of the LJ potential take account of the continuous
decay of the potential with distances, such as the Stoddard and Ford potential [47]. This
potential fails to consider the complex geometries or the metallic molecules. One of the
most commonly used complex geometric molecules for heat transfer study is liquid water.
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2.2.2. Water Models and Potentials

Liquid water is one of the most commonly studied molecules that consist of a complex
geometric structure. Due to its applicability as a solvent, water is studied rigorously in
computational studies. More than a hundred models exist for water, which indicates the
absence of a proper model to define all the properties of real water. It is important to
note, that among so many water models, only a few of them capture the temperature
dependency of water. SPC, SPC/E, TIP3P, and TIP4P [48] are some of the water models that
were parameterized based on experimental data at room temperature conditions. In most
of the studies related to heat transfer, TIP4P, and SPC/E are the two rigid water models
that are used as they agree well with the surface tension obtained from experiments. A
schematic of the water models is presented in Figure 3.
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(a) TIP4P

TIP4P is a four-site water model, which consists of four interaction points. It adds
a dummy atom with a negative charge denoted by M near the oxygen between the two
hydrogen molecules as depicted in Figure 3a. The introduction of the dummy charge
improves the electrostatic distribution along the water molecule.
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(b) SPC/E

The SPC/E model is a three-point model where the three interaction points depict the
location of the constituent atoms of water. Each site is considered to be a point charge, and
the LJ parameters are assigned to the oxygen atom. An average polarization correction
term is added to the potential energy function for the SPC/E model. Figure 3b depicts the
SPC/E water model.

Table 1 contains the geometry and parameters for the potential function for TIP4P
and SPC/E.

Table 1. Geometry and parameters for potential functions for different water models.

Parameters TIP4P SPC/E

r(OH), Å 0.9572 1
<HOH, ◦ 104.52 109.47

A × 10−3, kcal Å12/mol 600 629.4
C, kcal Å6/mol 610 625.5

q(O) 0 −0.8476
q(H) 0.52 0.4238
q(M) −1.04 0

r(OM), Å 0.15 0

The potential for both of the models is presented as follows:

φ(r) =
on_m

∑
i

on_n

∑
j

qiqje2

rij
+

A
r12

OO
− C

r6
OO

(5)

Here, A and C are the LJ parameters, qi and qj are the charges of the interacting
molecules, e is the electron charge, and rOO is the distance between two oxygen atoms. For
the SPC/E potential [48,49], an additional average potential correction term is used and is
given as follows:

φpol(r) =
1
2∑i

(µ− µ0)
2

αi
(6)

where µ is the dipole moment of the polarized water molecule, µ0 is the dipole moment of
an isolated water molecule, and αi is an isotropic polarizability constant. It is to be noted
that several other water models are used for different types of molecular systems, which
are described in detail elsewhere [48].

2.2.3. Other Commonly Used Many-Body Potentials

Covalently bonded chemical structures are such structures where the pair potential
approximation fails to provide accurate results. In such scenarios, many-body potentials,
such as Stillinger and Weber [50] potential, Tersoff potential [51], EAM potential [52,53],
and MEAM potential [54], are implemented. Due to its wide applicability and non-reactive
properties, silicon is one of the most commonly studied chemical compounds using MDs
in micro and nanoscale heat transfer domains. Silicon is a covalently bonded molecule,
and hence, two- and three-body terms are introduced by Stillinger and Weber to study
the diamond structure of silicon. Later, Tersoff potential is introduced to study carbon,
germanium, and various compounds of these atoms along with the silicon. The Tersoff
potential allows the covalent bonds to form and dissociate, which are captured by the
bond order parameters [51]. The bond order parameter depends locally on the chemical
environment, which decides the strength of the bond. Due to this parameter, the Tersoff
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potential can identify the mixed hybridization of the materials. The Tersoff potential [51] is
defined as follows:

φTerso f f =
1
2∑

i
∑
i 6=j

fc(rij)[ fR(rij) + bij fA(rij)] (7)

where fc(rij) is the simple decaying function term, fR(rij) is the two-body-repulsive term,
fA(rij) is the three-body attraction term, and bij is the attractive force modification term.

Metal surfaces and structures are very common in micro and nanoscale heat transfer
studies, and hence, a discussion regarding the potentials used to conduct MD simulations
is briefly discussed herein. Metals have unfulfilled valence shells, which is why the non-
interacting bond strength approximation fails and the requirement of a new potential
arises. The embedded atom method (EAM) is the most commonly used semi-empirical
and many-atom potential. The potential is defined as the sum of the function of separation
between an atom and its neighbors. The cumulant of effective embedding density is used as
a correction term for the pairwise interactions and is considered a function of the combined
effective neighbor density. The EAM potential function is represented as follows:

φi,EAM = Fα

(
∑
j 6=i

ρβ(rij)

)
+

1
2 ∑

j 6=i
φαβ(rij) (8)

Here, Fα is the embedding function, φαβ is the pairwise potential function, and ρβ is
the electron charge density of the jth atom of type β at the location of the ith atom.

The EAM model may be a powerful tool for bulk metals, but a much more generalized
form is the modified embedded atom method (MEAM). EAM potential may be inadequate
near surfaces and defects, and hence, an additional electron density term is incorporated
into the MEAM potential calculation, which is presented as

φMEAM = ∑
(

Fi(ρi) +
1
2 ∑

i 6=j
φij(rij)

)
(9)

Here, Fi is the embedding function, which is dependent on the atomic electron density
ρi, and φij is the pairwise potential function.

This section depicts the importance of proper choice potential in designing a nano/microscale
heat transfer MD simulation and keeping the model as realistic as possible. However, a real-
istic MD simulation is conducted based on the correct choice of parameters, such as proper
boundary conditions, ensembles, temperature and pressure control, and most importantly, the
time integrator.

A molecular understanding has become more and more important owing to the recent
adaptation of the bottom-up approach. Phase change heat transfer, wetting, nucleation,
evaporation, condensation, bubble formation, thin film formation, and so on, have been
studied using MD simulations to understand the physics at smaller length scales and, due
to their applicability, in various micro and nano-technologies. The next section depicts the
application of MD simulations in various micro and nano-technologies.

3. Application of Molecular Dynamic Simulations in Micro and Nanoscale
Heat Transfer

This section of the article describes the importance and impact of MD simulations by
portraying several applications in the field of micro and nanoscale heat transfer. There are
two broad categories in which MD simulations have made noteworthy advances, namely
(a) energy transport during the phase change processes at the interfaces and (b) heat con-
duction. The phase change scenarios occur at the liquid–vapor interface, solid–liquid–vapor
interphases, and during the nucleation, coalescence, and in many other similar conditions.
However, this review is limited by not considering the phonon transport processes in
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conduction heat transfer applications, as the phonon transfer requires a separate treatment
compared to the conventional experimental and theoretical approaches.

3.1. Liquid–Vapor Interface
3.1.1. Liquid Droplet at the Vapor Interface and Surface Tension

A typical liquid–vapor interface setup for an MD simulation consists of a liquid
wedge in between one or two vapor regions. If the liquid region is thick enough, the
bulk properties of the system can be calculated from the central region by considering the
time-averaged values of density, pressure tensor, and surface tension. It is customary to
validate the surface tension to check the rationality of the potential function model being
used. One of the most common and accurate methods to calculate surface tension [55,56]
(γLG) for LJ-fluids and water is by

γLG =

zG∫
zL

[PN(z)− PT(z)]dz (10)

Here, PN(z) and PT(z) represent the normal and tangential components of the pressure
tensor, which is equal to the thermodynamic pressure at the bulk vapor position at zG and
the bulk liquid position at zL. To maintain the equilibrium and consider the system to be in
equilibrium PN(z), along the interface must be constant. Equation (10) is widely used to
calculate γLG as it reduces the numerical fluctuations and takes care of the non-uniform
density distribution at the interface.

There are several ways to calculate coexisting liquid and vapor densities. Some of
the examples include MD [55] simulations, the Gibbs simulation technique in the Monte
Carlo method [57], the chemical potential and pressure function, and direct methods [55].
However, some of these methods cannot be used directly or are computationally too
expensive to calculate interfacial properties, such as surface tension. But Holcomb [58]
confirmed that the direct methods generate high-accuracy surface tension data. Alejandre
et al. [56] later confirmed that the SPC/E water model can predict surface tension at varying
temperatures with high accuracy. Their study reported the variation in surface tension
for temperatures from 316 K to 573 K. The experimental and theoretical findings are in
reasonable agreement for temperatures lower than 573 K, but they tend to deviate for
higher temperature conditions. They also concluded that the direct method can be used
at the triple point. However, smaller systems do not have a proper central region, so
the above-mentioned methods fail and statistical mechanical calculations are adopted.
Zakharov et al. [59] also described the importance of the choice of the proper cluster size
of the water molecules as it directly affects the surface tension. According to their paper,
the orientation of the water molecules at the interface highly depends on the water model
implemented, which indirectly affects the surface tension.

3.1.2. Mass Transfer at the Liquid–Vapor Interface

Mass and heat transfer processes are highly important for fluid separation processes,
absorption, distillation, and various chemical engineering unit operations. A recent study
by Schaefer et al. [60] performed a dual control volume (DVC) based non-equilibrium
MD simulation (NEMD) to understand the concentration gradient-based interfacial mass
transfer under different temperature conditions. A detailed structure of the system is
depicted in Figure 4a. Figure 4b indicates that component 2 is highly sensitive to vari-
ation in temperature and is maximum for mixture B. Due to the smaller solubility of
component 2 in the liquid phase, it is less sensitive to temperature. However, it validates
the concept of enrichment, which is lower at higher temperatures and vice versa.
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Figure 4. NEMD simulation setup and the simulation outcome. (a) Non-equilibrium MD set-up, and
(b) variation in the density for component 2 under different thermal conditions [60]. Reprinted with
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3.1.3. Evaporation at the Liquid–Vapor Interface

Evaporation is one of the most important interfacial phenomena and has huge appli-
cations in engines, thermal management, and micro-cooling technology [61]. The initial
studies of evaporation were conducted by Long et al. [62] for liquid argon droplets in
subcritical and supercritical surroundings. The outcomes were in good agreement with
experimental studies. Subcritical evaporation of a nanodroplet was later conducted by
Walther et al. [63] The simulation was conducted at 300 K and 3 MPa using an adaptive
tree data structure and neighbor lists for a larger number of molecules. The evapora-
tion coefficient data were in impressive agreement with theoretical predictions. Yang
et al. [64] performed MD simulations with the TIP4P water model and vapor as presented
in Figure 5a.
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Figure 5. Air–water interface simulations and density profile analysis. (a) Initial set-up of the
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Density profiles under varying thermal conditions have been studied, as depicted in
Figure 5b, where the three regions, the (a) liquid layer, (b) transition layer, and (c) vapor
region, are demarcated distinctly after the equilibrium was attained. The temperature
variation for different regimes was observed, and the mean temperature was lower in the
liquid layer and was maximum at the interface. The evaporation coefficients were in good
agreement with various experimental and theoretical studies. However, the previously
conducted studies were performed using equilibrium MD techniques, but in the recent past,
with the development of newer models, non-equilibrium MD (NEMD) has been adopted.
Heat transfer is a non-equilibrium process, and the incorporation of variation in the spatial
thermal gradient has made NEMD simulations more realistic. Moreover, Fourier’s law can
be only examined through a non-equilibrium heat conduction calculation for microscopic
systems [65]. In the case of a two-phase evaporating system [66], the vapor phase is
designated at a certain distance from the interface, which is known as the Euler regime, and
particles ejected from the interface propagate through the Knudsen layers towards the Euler
regime. The temperature variation is observed in the Knudsen layer, and the particles are
considered to follow the Maxwell velocity distribution in this regime. Persad and Ward [65]
concluded that the Hertz–Knudsen formulation is incomplete as it showed huge variation
in data ranges for evaporation experiments with water and ethanol. Later, Frezzotti and
Barbante [65] chose to vary the kinetic boundary conditions along with larger vapor regions,
which mimicked the Euler regime with very high accuracy. Heinen et al. [66] conducted an
NEMD study to understand the evaporation across a planar surface. Interestingly a new
and much better algorithm was introduced to yield high-accuracy density, temperature,
and force profiles. They modified the pre-existing particle insertion method, which is a
common practice to maintain mass conservation in MD simulations. However, this method
gives rise to reducing the potential energy threshold, which leads to local instability. The
drawback was resolved through the introduction of liquid and vapor compartments in
conjunction with control volumes along with specifying the thermodynamic properties at
the system boundaries.
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3.1.4. Behavior of Long-Chain Organic Molecules at the Liquid–Vapor Interface

Long-chain hydrocarbons are of huge interest owing to their applicability as surfactants
and in various applications in petrochemical industries, such as enhanced oil recovery (EOR),
Fischer–Tropsch synthesis, carbon capture, and many others. He et al. [67] performed NEMD
simulations on n-heptane/ethanol mixtures under different thermal conditions. In subcritical
conditions, the enhancement of the ethanol concentration increases the evaporation rate. This
is due to the decrease in vapor pressure and enhanced thermal conductivity. However, when
the supercritical condition is considered preferential, the diffusion of ethanol is observed.
Interfacial thickness and interfacial resistances are studied in detail as they have a huge impact
on evaporation characteristics. Ambient pressure has a huge impact on thermal conductivity,
which decreases with pressure under transcritical conditions.

Yang et al. [68] recently investigated the liquid–vapor interfacial behavior for straight
and branched-chain alkanes and alcohols using MDs. The structures of the chosen molecules
are depicted in Figure 6a. OPLS-AA, TraPPE-UA, and L-OPLS models were considered.
The force field data were calibrated to experimental data for the molecules used under
the 323.15 K to 573.15 K temperature range. For lower temperatures, all the force fields
produced comparable self-diffusion coefficients, liquid densities, and surface tensions.
However, the TraPPE-UA force field was able to accurately predict the solvation structures
and reproduce the most promising results, considering the overall range of temperatures.
Liquid density profiles under different temperature conditions were produced as presented
in Figure 6b. The results concluded that elongation of the molecules occurs due to strong
polar interactions, and hence, they have higher energy to remain in the liquid phase.
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Longer chain molecules tend to display directional behavior at the interface. Also,
a detailed calculation of the self-diffusion coefficient was conducted using the Einstein
relation [68] given as

D =
1
6

lim
t→∞

d
dt

〈
1
N

N

∑
i=1
|ri(t)− ri(0)|2

〉
(11)

Here, D is the self-diffusion coefficient, N is the number of particles, and ri(t) represents
the variation in the displacement of the ith particle. The trend in the self-diffusion curve
increases with temperature, as presented in Figure 6c. The application of long-chain
alcohols can be observed for scenarios of surfactant behavior at the vapor–liquid interface.
Daiguji [69] simulated long-chain alcohols using an OPLS force field in the presence of an
SPC/E water model. Instability at the interface was observed for n-heptanol at a certain
concentration. For lower alcohol concentrations, the interface was stable owing to the
hydrophilic and hydrophobic interactions. Increasing concentrations of hydrophilic alcohol
molecules lead to an unstable interface.

3.1.5. Effects of a Pressure-Varying Field on Vaporization

Periodic pressure oscillation is induced by combustion instability during the launch
of a rocket. The instability of combustion may lead to increased vibration and heat loads.
Unstable combustion is a complicated combination of evaporation, atomization, and com-
bustion. However, several studies have suggested that the nature of droplet evaporation
is one of the major reasons for dynamic pressure behavior. Hence, it became essential to
understand the droplet evaporation process in the presence of pressure oscillation. One
of the first studies was conducted by Arcidiacono et al. [70], where argon was used as a
droplet and the droplet was imposed in a velocity field to make it oscillate freely. The
oscillation and damping constant frequency was within 20% of macroscopic theories. Sheu
et al. [71] conducted numerical studies to understand the effects of evaporation under the
adiabatic compression process. Their study suggested that evaporation was higher under
constant pressure conditions but it increased drastically under compression. Liu et al. [72]
used MD simulations to simulate the evaporation of an SPC/E-modeled water droplet. The
simulation environment was oscillated using a standing wave acoustic field. The acoustic
field was depicted as follows:

mi
d2ri
dt2 = Fi + Fe =

N

∑
j=1,j 6=i

fij + Fe (12)

Here, Fi is the total force exerted on the ith molecule by the other molecules, and
Fe is the force of periodic oscillation on the particles in a standing wave acoustic field. Fe is
given as

Fe = A0 cos(wt) sin(βx) (13)

where w = nπv
l and β = w

vc
, A0 is the amplitude, n is the number of standing waves,

ω is the frequency, and vc is the speed of the acoustic wave. The surrounding of the water
molecule was filled with nitrogen molecules. The temperature for the water molecule and
nitrogen molecule were set to 298 K and 1000 K, respectively. The oscillation frequency,
pressure amplitude, and temperature have significant effects on the evaporation rate. It was
observed that a lower amplitude indicated a higher droplet lifetime, which occurred due
to a decrease in the droplet temperature. Similarly, at higher frequencies, the evaporation
increases rapidly, but the oscillation tends to diminish beyond a specific frequency.

3.2. Solid–Liquid–Vapor Interface
3.2.1. Liquid Droplets on Solid Surfaces

Solid–liquid–vapor interactions are very important for multiphase heat transfer. Liq-
uid wettability is one of the most important factors that govern heat transfer during boiling,
capillary liquid film evaporation, dropwise condensation, and thin-film evaporation. The
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phenomena of droplet spreading are associated with the wetting qualities of any sub-
strate. Wetting properties, such as the contact angle and contact diameter, are calculated by
obtaining the data from MD simulations.

Figure 7a,b depicts the water droplet on a Cu (1 0 0) surface [73] and the density plot
to calculate the water droplet interface, which is further analyzed to calculate the contact
angle and contact diameter using traditional curve-fitting methodologies. The droplet
tends to modify its shape until it reaches an equilibrium shape. Previously, the concept of a
“mono-layer liquid Film” was very popular, but several theories on the three-phase contact-
line were developed based on the movement of the wetting line. The detailed theories
connecting the microscopic and macroscopic explanation of the wetting phenomenon
were explained by Dussan [74], Banavar, and Koplik [75]. In the most recent theories,
it is considered that even though multiple resistances are encountered throughout the
movement of the wetting line, the contact line frictional force (CLF) is the dominating
one [76]. According to Blake [77], statistical analysis of molecules present in the three-
phase zone (TPZ) could be used to identify the displacement of the contact line. The
three-phase contact line (TPCL) friction force is the force acting in the TPZ. The TPCL
friction force is molecular in nature, and MD research is considered an obvious choice
for understanding the impacts of crystal planes on analogous wetting parameters at an
atomic level. Molecular Kinetic Theory [78,79] (MKT) is a model that is commonly used in
conjunction with AMD simulations for the improved understanding of water-spreading
dynamics on hydrophobic surfaces [77], droplet motion on gradient surfaces [80], contact
line movement in electrowetting [81,82], different crystal planes [73], and various other
similar studies.
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Figure 7. Schematic representation of molecular simulation of a sessile droplet for the estima-
tion of the contact angle at the solid–liquid–vapor interface. (a) Equilibrated water droplet, and
(b) analysis of the contact angle using the density profile of the droplet. Reprinted with permissions
from Chatterjee et al. [73].

3.2.2. Impact of Interaction Parameter and Molecular Kinetic Theory at the Three-Phase
Contact Line

In all the above-mentioned applications, the interaction parameter plays the most
important role. A detailed analysis of the wetting properties, such as the contact angle
and contact radius, was conducted by Chakraborty et al. [80], where the SPC water model
was used. Figure 8a shows that the contact angle rapidly decreases and the contact radius
increases with increasing interaction parameters between the solid and the water molecules.
Figure 8b indicates that the velocity of the droplet for a particular interaction parameter
is temperature-dependent. It shows a steady increase and then a sharp decrease after
reaching the maxima, which is in perfect sync with reported experimental observations [76].
The variation in velocity directly affects the contact angle and contact diameter, which, on
the other hand, indicates the variation in contact line frictional forces. A detailed MKT
analysis was performed to understand the variation in the contact line friction coefficient
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with temperature. Figure 8c indicates the highly correlated theoretical and MD predictions.
However, it is to be noted that the contact line friction force coefficient cannot be directly
correlated with experimental observations as the length scale of an actual droplet and
droplet used in MD simulations differ by multiple orders of magnitude.

1 
 

  
(a) (b) 

 
(c) 

 
Figure 8. Molecular investigation of the various parameters during a nanoscale droplet spreading
and movement. (a) Variation of the interaction parameter and contact angle and contact radius,
(b) analysis of the velocity of the droplet at different temperatures, and (c) analysis of the contact line
friction at different temperatures. Reprinted with permissions from Chakraborty et al. [80].

3.2.3. Liquid Droplet–Carbon Nanotube Interface

Carbon nanotubes (CNTs) were first synthesized in 1991 and are still being investigated
owing to their amazing mechanical, electrical, and thermal properties. CNTs are widely
used in heat transfer enhancement, nano actuators, water filtration, tips of atomic force
microscopy, and many others. Walther et al. [83–85] performed the first AMD simulations
with CNT and SPC water models. They investigated CNT in a water environment and
the behavior of water droplets inside a CNT. Their study suggested that water does not
wet CNT in a water environment. The water droplets inside the CNT align themselves
in parallel to the CNT surface keeping a few angstrom gaps. However, the results were
far off from the experimental results mostly due to the purity of water selected for either
study. Casto et al. [86] used AMD simulations to understand the effect of mass transfer
and heat transfer mechanisms as a function of the CNT surface. LJ interaction parameters
were varied between the interface and the water molecules to understand the water-
filling mechanism inside the CNT. A phenomenological parameter β was introduced to
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correlate the wettability and the diameter of the CNT. The wettability of a surface plays
a huge role in the thermal conductivity at the interface. The parameter calculated to
understand the interfacial thermal flow hindrance is known as the thermal boundary
resistance (TBR) or Kapitza resistance. A detailed analysis was conducted on the TBR
while varying the interaction parameters. The study suggests that hydrophilic conditions
enhance heat transfer due to more structured solids, like water. Similar studies have been
conducted by Jabbari et al. [87] using NEMD simulations depicting analogous results, and a
proper correlation was derived between the Kapitza resistance and the interaction between
CNT/water and graphene/water nano-fluids.

It is well established in the literature that the introduction of graphene in CNT-based
nanocomposite phase-change materials (NPCMs) enhances thermal conductivity. Du
et al. [88] used AMD simulations to understand the intrinsic mechanism to enhance the
thermal properties of NPCMs. The distribution of the phase-change molecules (PCMs)
near the CNT wall plays a major role along with low PCM, which enhances the mobility
of the molecules. However, the results show that over-filled PCM reduces the thermal
conductivity and proper frame stacking of CNT enhances the thermal conductivity of the
system. These NPCM-based systems have huge implications in the field of thermal energy
storage devices, which is considered as one of the many alternate energy sources. However,
along with MD simulations, several continuum-based theories have been developed to
explain the thermoelastic responses of double-walled CNTs. These models are developed
based on the nonlocal elasticity theory of Gurtin–Murdoch [89,90] and Eringen [36,37].
Kiani [39,40,91–93] later modified the theories for various micro and nanoscale systems.
Detailed information on continuum-based models can be found elsewhere [39,40,91–95].
Pakzad et al. [96] performed atomistic MD simulations to address the anisotropic treatment
of Si nanowire surface properties. The multiscale nano-mechanical model implemented
is based on the extended Young–Laplace linear surface elasticity model [97] within the
Euler–Bernoulli beam formulation. However, the discussion of this paper is limited to the
realm of MD simulations. Interested readers can go through detailed discussion on such
multiscale modeling studies elsewhere [96,98–102].

3.2.4. Bubble Dynamics at the Solid–Liquid–Vapor Interface

Owing to the ever-expanding field of micro-electronic fabrication, studies on bubble
dynamics have received significant interest from the research community. In microchannels,
studies suggest that for single-phase flow, surface wettability plays a huge role in the heat
transfer characteristics of the system. However, in micro-heat exchangers that consider
phase-changing working media, bubble formation arises under certain circumstances.
Classical theories portray the high superheating requirement to form a nano-bubble. Several
MD simulation-based studies have been conducted by Kinjo and Matsumoto [103] and
Maruyama and Kimura [104], where the classical nucleation theory was validated. Later
Kinjo et al. [103] worked on the effects of different types of surfaces, such as hydrophobic
and hydrophilic. Still, the origin of bubbles near the surfaces was not clear. Nagayama
et al. [105]. examined the origin of the bubble formation depending on the wettability of the
nano-channel surface using NEMD simulations. An external force was implemented on the
metastable Lennard–Jones fluid (Ar), which was placed between two platinum surfaces at a
temperature of 100 K. The modified LJ potential was implemented to represent the different
solid–liquid interactions considering both the hydrophobic and the hydrophilic domains.
The formation of the bubble varied depending on the type of surface used. Homogeneous
nucleation was observed for hydrophilic surfaces, whereas heterogeneous nucleation was
observed, and bubbles started forming on the solid surface. The Young–Laplace equation
failed to describe the temperature and pressure inside the nano-bubble considering the
macroscopic nature of the equation.

A very similar study was conducted by She et al. [106], where the surface was modified
to form cavities.
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Figure 9a depicts the molecular structure of a vapor bubble inside a solid cavity surface.
Figure 9b,c represents the formation of nano-bubbles for hydrophilic and hydrophobic
bottom surfaces. The study suggests that the cavity at the bottom can increase the size
of the bubble formation, and the bubble initially develops near the vicinity of the cavity
rather than on the surface. A greater magnitude of the force is experienced by the Ar
atoms along the z-direction for cavity-incorporated systems. It was also observed that
decreasing hydrophilic interactions decreases the size of the bubble. On the other hand,
due to the presence of a gaseous layer near the surface, for hydrophobic surfaces, the
cavity feature becomes irrelevant, which is established from the knowledge of nucleate
boiling experiments.
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Figure 9. Bubble dynamics at the solid–liquid–vapor interface, and results on the variation of the
hydrophobic and hydrophilic nature of the solid surface. (a) Initial condition after equilibration
for argon molecules in between two parallel walls, (b) bubble formation in the presence of the
hydrophilic bottom surface, and (c) bubble formation in the presence of the hydrophobic bottom
surface. Reprinted with permissions from She et al. [106].
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3.2.5. Droplet Coalescence

Droplet coalescence is crucial for several natural and industrial processes. Water
harvesting through condensation methods, coating technologies, the formation of droplets
in sprays and aerosol, viscous sintering, inkjet printing, emulsion stability, and the thermal
management of microelectronic devices are some of the areas where the droplet coalescence
process is used extensively. Coalescence is the phenomenon where two or more bubbles or
liquid droplets merge to form a bigger entity of a bubble or liquid. There are two major
stages of coalescence [107], (a) the joining of the droplets and (b) the growth of the liquid
bridge. The thermal motions at the interfaces of the droplets create thermal capillary waves
along with the surface force, which restricts the increase in the interfacial area to form
a coalesced droplet. Several experimental and MD simulations have been performed to
understand the dynamics at the interface of the two droplets during coalescence. Roy
et al. [108] used NEMD simulations to investigate the effect of the relative distance between
the droplets and concluded that the relative coalescence position abides by a power law,
with dependence on the ratio of the parent droplets. Several studies present in the existing
literature demonstrate the effect of parameters, such as the viscosity, interaction parameters
of the droplet, and electric field direction, on the coalescing droplets. However, the effect
of temperature variation is discussed rarely. Yi et al. [109] performed experimental work
by colliding binary droplets on hydrophobic surfaces. The increase in temperature of the
drops reflected a higher probability of coalescence. The major limitation of this study was
that the condition of varying temperatures of the droplets was ignored, which is a very
realistic scenario and important for liquid metals. The study of liquid metals requires a
detailed understanding of the hydrodynamics of the droplets. Li et al. [110] used MD
simulations to understand the coalescence process of two lead droplets on a graphene
surface for different temperatures. This study is specifically important for the metallurgical
industry. The two considered cases in this study were (a) an equal temperature of the
nanodroplets at a different environment temperature and (b) different temperatures of the
nanodroplets. The study suggests that the nano drops after mixing can be of three types,
namely the uniform type, segregation type, and wrapped type, as presented in Figure 10.
The type is highly dependent on the temperature difference and the absolute temperature
of the cold droplet. Goudeli recently simulated gas-phase nucleation processes using AMD
with reactive force fields. Recent studies show the influence of various external factors, like
the temperature [110] and electric fields [111], on droplet coalescence.

Processes 2023, 11, 2769 18 of 44 
 

 

abides by a power law, with dependence on the ratio of the parent droplets. Several 
studies present in the existing literature demonstrate the effect of parameters, such as the 
viscosity, interaction parameters of the droplet, and electric field direction, on the 
coalescing droplets. However, the effect of temperature variation is discussed rarely. Yi et 
al. [109] performed experimental work by colliding binary droplets on hydrophobic 
surfaces. The increase in temperature of the drops reflected a higher probability of 
coalescence. The major limitation of this study was that the condition of varying 
temperatures of the droplets was ignored, which is a very realistic scenario and important 
for liquid metals. The study of liquid metals requires a detailed understanding of the 
hydrodynamics of the droplets. Li et al. [110] used MD simulations to understand the 
coalescence process of two lead droplets on a graphene surface for different temperatures. 
This study is specifically important for the metallurgical industry. The two considered 
cases in this study were (a) an equal temperature of the nanodroplets at a different 
environment temperature and (b) different temperatures of the nanodroplets. The study 
suggests that the nano drops after mixing can be of three types, namely the uniform type, 
segregation type, and wrapped type, as presented in Figure 10. The type is highly 
dependent on the temperature difference and the absolute temperature of the cold 
droplet. Goudeli recently simulated gas-phase nucleation processes using AMD with 
reactive force fields. Recent studies show the influence of various external factors, like the 
temperature [110] and electric fields [111], on droplet coalescence. 

 
Figure 10. The three modes of coalescence, namely uniform, segregation, and wrapped. Reprinted 
with permissions from Li et al. [110]. Yellow dots represent the molecules of the nanodroplet at a 
high temperature whereas the black dots represent the molecules of the nanodroplet kept at a rela-
tively low temperature. 

3.2.6. Thin Film Evaporation at the Solid–Liquid–Vapor Interface 
The two-phase heat transfer process utilizes the latent heat of the vaporization to 

dissipate heat for a given system. Micro/nanostructured surfaces have been implemented 
to increase the heat transfer coefficients and the critical heat flux of the system for boiling 
experiments. There are several explanations for the mechanism of increased critical flux, 
such as an elongated contact line, enhanced bubble departure frequency, enhancement of 
nucleation site densities, and microlayer evaporation. Among them, microlayer 
evaporation via wicking is the most widely accepted mechanism [112]. The major 
objective of the thin liquid film evaporation is to deliver liquid to the heated surface. The 
evaporating region is divided into three zones [112], as shown in Figure 11, namely the (a) 
nonevaporating film region, (b) evaporating thin film region, and (c) intrinsic meniscus 
region. The non-evaporating region is the zone where liquid–solid interactions are strong 
and the evaporation gets suppressed, in the thin film region an excess pressure known as 

Figure 10. The three modes of coalescence, namely uniform, segregation, and wrapped. Reprinted
with permissions from Li et al. [110]. Yellow dots represent the molecules of the nanodroplet at a high
temperature whereas the black dots represent the molecules of the nanodroplet kept at a relatively
low temperature.



Processes 2023, 11, 2769 18 of 42

3.2.6. Thin Film Evaporation at the Solid–Liquid–Vapor Interface

The two-phase heat transfer process utilizes the latent heat of the vaporization to
dissipate heat for a given system. Micro/nanostructured surfaces have been implemented
to increase the heat transfer coefficients and the critical heat flux of the system for boiling
experiments. There are several explanations for the mechanism of increased critical flux,
such as an elongated contact line, enhanced bubble departure frequency, enhancement of
nucleation site densities, and microlayer evaporation. Among them, microlayer evapo-
ration via wicking is the most widely accepted mechanism [112]. The major objective of
the thin liquid film evaporation is to deliver liquid to the heated surface. The evaporating
region is divided into three zones [112], as shown in Figure 11, namely the (a) nonevapo-
rating film region, (b) evaporating thin film region, and (c) intrinsic meniscus region. The
non-evaporating region is the zone where liquid–solid interactions are strong and the evap-
oration gets suppressed, in the thin film region an excess pressure known as the disjoining
pressure dominates, and in the intrinsic meniscus region, the capillary forces dominate.
This disjoining pressure rises rapidly as the film thickness decreases, and its gradient,
caused by the thickness variation of the evaporating meniscus, causes the liquid to flow
from the intrinsic meniscus to the evaporating thin film region, resulting in high heat flux
in the evaporating thin film region. A detailed mathematical derivation of the phenomenon
was presented by Hu et al. [113], which was validated through MD simulations. The study
was to understand the effect of disjoining pressure for a thin film of water adsorbed on a
gold surface. The EAM potential was used to simulate the effect of the interaction among
the gold atoms, and the TIP4P-Ew water model was used for water–water interactions. The
disjoining pressure was calculated in the absence of electrostatic interactions between gold
and water to find them in great agreement with the classical disjoining pressure theory.
The electrostatic-induced disjoining pressure was higher and was in a similar trend for
experimentally observed polar liquid thin films.
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Figure 11. Representative schematic of thin-film evaporation. (a) Bubble during nucleate boiling, and
(b) enlarged view of the contact line region on a nanostructured surface. Reprinted with permissions
from Hu et al. [112].

Hu et al. [114] also performed NEMD simulations to understand the effects of nanopat-
terning on the Kapitza resistance at the liquid–solid interface during boiling. The nanopat-
terns were modified by their height and width-to-spacing ratio. The study depicted that
phase change does not affect the Kapitza resistance, but the Kapitza resistance decreases
with the increasing height of the nanopatterns and the width-to-spacing ratio. Figure 12
summarizes the various steps of MD simulations and the conventional systems studied for
various micro and nanoscale thermal transports.

3.3. Miscellaneous Works

Machine learning (ML) has expanded its usability in the fields of image recogni-
tion [115], structural biology [116], cosmology [117], and healthcare [118,119]. Along with
the direct application, ML is also used in improving the force field [120,121] and time
economic prediction of MD simulations [122–125]. Ma and Dinner [126] in 2005 used
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artificial neural networks to model a reaction coordinate from a set of MD trajectory data.
The field of MDs is constantly evolving and is growing in parallel with several machine
learning and deep learning algorithms that efficiently reduce the computational costs of
calculation-intensive MD simulations. MD simulations are limited by the accuracy of
the force fields [127]. Force fields are the interactions between the molecules present in
a system where the electronic configurations are not considered and are fitted based on
certain empirical equations. In principle, the most accurate way to obtain these forces
is by numerically solving the Schrodinger equation (SE) [128], but the solution beyond
two-body systems is computationally demanding. In such scenarios, mixed quantum
mechanical/molecular mechanic (QM/MM) [120,121] treatments are performed where the
SE is solved for a small part of the system with high accuracy. This approach also loses its
efficiency when the treatment of the many-body interaction becomes important. Therefore,
it is not always pre-determinable, where the modifications in the force field are required
when the number of molecules in the system increases beyond a certain value [127,129,130].
This is where ML comes into the picture, where neither the accuracy of the ab initio nor
the efficiency of the classical force fields is compromised. ML models broadly aim to
learn the functional relationship between the input data and the output results from the
patterns and structures in the data. A properly trained model can capture the underlying
quantum mechanical rules [131,132] even without numerically solving the complicated SE.
The ML-based models have shown very high efficiency and accuracy in a variety of molec-
ular systems by learning the traditional semi-empirical methods along with the ab initio
data [129,133]. The determination of several thermal transport properties of solids has been
conducted using machine learning methods [125]. Quenching in aperiodic super-lattices
using machine learning and thermal transportation in copper–water interfaces using deep
learning methods were studied recently [122–125]. Several detailed reviews [134–138]
have depicted the applicability of ML, ANN, and deep learning in the field of MD and ab
initio-based simulations where a detailed description of the mathematical backgrounds
is provided. Heat transport in non-metallic systems occurs via phonons, which have a
distribution of frequencies and mean-free paths. Two length scales are majorly important
in phonon dynamics, one is the phonon wavelength and the second is the mean free path
of the phonon. These two parameters largely depend on the material and temperature
of the system. If the system size is comparable with the mean free path of the phonon,
then phonon ballistic transport phenomenons are considered, and if the system size is
further reduced, then the wave nature of the phonons is considered. Several first-principle
techniques are used to study the phonon dynamics, and a detailed review of this was per-
formed by Bao et al. [139]. Carbon nanotubes are simulated using Phonon Green’s function
simulations, the determination of thermal conductivity of graphene using various quantum
methodologies and non-equilibrium green functions [140]. Ballistic thermal transportations
in 2D and 3D quantum structures [141], and hydrogenation and nitrogenation effects on
the thermal conductivity of silicon nanowires [142] are also studied in detail. With the
recent growth of nanocomposites as good thermal management materials, Tian et al. [143].
performed NEMD simulations to determine the thermal conductivity of nanocomposites
and the effect of the orientation and arrangement of the nanoparticles on the composite.

A review of the various models and methodologies that are used in MD simulations
to understand thermal transportation at the nano and microscale is presented in this
section. In the next section, a brief review of different classical theories and different
experimental methods that are being used in nano and microscale thermal transportation
will be discussed.
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4. Nanoscale Thermal Transport Theories and Experiments

Understanding heat transfer in nanoscale devices and systems is vital for designing
and understanding its effects on nanoelectronics, thermoelectric materials, and heat man-
agement in nanoscale devices. Classical theories, such as Fourier’s law, fail to explain
energy transport at micro and nanoscale levels. Hence, fundamental statistical physics
equations are used for the improved understanding of the energy transport at these scales.
Two of the most popular models are the Boltzmann transport equation (BTE) and the
phonon Boltzmann transport equation, which will be discussed briefly in upcoming sec-
tions. These equations use distribution functions to describe the interaction of a particle
system with its surrounding environments.
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4.1. Statistical Behavior of Nanoscale Transport Processes

Multiple transport theories can be used to explain heat transfer in the nanoscale. Before
diving deep into the thermal transport theories, it is desirable to understand the various
key factors that govern thermal transport at the nanoscale.

4.1.1. Phonon Transport

As discussed briefly in the previous section, phonons represent the discrete quantity
of energy that is proportional in magnitude to the frequency of the lattice’s vibration and
is responsible for the transportation of heat energy in solids. It is an essential factor to
be considered while dealing with the nanoscale, specifically in scenarios where the mean
free path of the phonons becomes much smaller than that of the structure’s characteristic
length. Many theoretical models have been developed to describe phonon transport that
takes place in nanoscale systems. Two such popular models are the Boltzmann transport
equation (BTE) and the phonon Boltzmann transport equation [144]. The Boltzmann
transport equation (BTE) is a fundamental equation in statistical physics that describes how
the distribution function of a system of particles (such as electrons, phonons, or photons)
evolves in response to their interactions with their environment. This equation provides a
fundamental framework that can be used to study the transport of the particles, including
their respective energies, momentum, and spatial distribution; mathematically, BTE is
represented by the following:

∂ f
∂t

+ v · ∇r f + F · ∇p f =

(
∂ f
∂t

)
coll

(14)

In Equation (14), f = f (r, p, t) represents the probability density distribution of particles
at their positions (r) with their respective momentum (p) with time (t); ∂ f

∂t represents the
time-derivative distribution function; v is the particle velocity; F is external forces acting on
the particle; ∇p and ∇r represent gradients for momentum and position, respectively; and(

∂ f
∂t

)
coll

represents the particle’s collision (interactions and scattering) within the system.

4.1.2. Size Effects

Thanks to the modern advancements in nanotechnology, devices/structures with char-
acteristic dimensions in the order of a few nanometers can be synthesized. Multi/single-
walled nanotubes, carbon nanowires, and graphene nanosheets are some of the few ex-
amples of these structures [145]. Thermal transport is highly sensitive to the scale and
dimension of the system. With a reduction in dimensions, the population and density of
phonons present in the system will decrease, promoting alterations in thermal conductivity
and phonon scattering. The effect of the system size in the nanoscale can be defined in two
ways, i.e., (a) when phonons are treated as particles, and (b) when phonons are treated
as waves. Different theoretical models, like the phonon confinement [146] and diffuse
mismatch model [27,147], can be used to better explain the effect on thermal transport
due to dimensional changes. However, when the mean free path of carriers becomes
comparable to the material’s dimensions, the Boltzmann transport equation (BTE) can be
modified to incorporate effects due to confinement and boundary scattering, which also
significantly affects heat transfer characteristics. In their research, Lindsay et al. [148] ex-
plained the length-dependent thermal conductivity of carbon nanotubes (CNTs) by solving
the linearized BTE. They reported that the thermal conductivity of CNTs grows with the
tube length, displaying a divergence behavior due to the vanishing dispersion of the long
wavelength flexural phonon modes. They explained this behavior with the selection of cri-
teria for Umklapp scattering that involves three phonons. For long nanotubes, a tiny cutoff
frequency must be provided to decrease the diverging contribution from long wavelength
flexural modes to obtain converged thermal conductivity. The armchair nanotubes have a
similar length dependence. Another method to achieve convergent thermal conductivity is
by introducing anharmonicity of a higher order [149]. Usually, in the case of an inelastic
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phonon–phonon collision scattering process, the phase of the wave is destroyed during the
collision, and if this occurs frequently inside the medium, the phonon wave characteristics
can be ignored, and the transport occurs in the diffusion regime.

4.1.3. Boundary and Interface Effects

Phonics’ interactions with the interface and boundaries of nanomaterials [150] highly
affect heat transfer. The scattering of phonons affects heat conduction, strongly impacting
the nanoscale thermal transport. Acoustic mismatch and diffuse mismatch models are some
of the popular theoretical approaches that can be used to define and analyze the influence of
boundaries and interfaces in thermal transport at the nanoscale. When phonons are treated
as waves and their elastic interference exists with a rough interface, the transport is often as-
sumed to be diffusive. Scattering phenomena at interfaces can potentially disrupt the phase
of the scattered waves, and this is not solely due to intense elastic scattering. As a result,
when an interface is rough, the dispersion of the waves can be considered phase-breaking,
whereas a smooth interface tends to maintain phase coherence [151]. The roughness of
the interface, relative to the wavelength, determines its classification as rough or smooth.
Grain boundary scattering in nanowires also has significant impacts on thermal conduc-
tivity, its dependence on length, and surface roughness. Xiong et al. [152] proposed that a
twinning superlattice nanostructure or resonant branching sub-nanostructures [153] can be
used to effectively modify the length dependence of thermal conductivity in nanowires.
Maire et al. [154] created smooth-surface silicon nanowires (SiNWs) using the top-down
approach with dimensions between 0.5 and 7 m in length and 80 and 150 nm in transverse
size. Their research shows that the roughness of the surface significantly dampens the
effect of length. Also, grown SiNWs have a smooth surface with the presence of nanoscale
roughness of around 2 nm. The thermal conductivity of these rough SiNWs is indifferent at
room temperature due to the diffusive nature of phonon scattering on rough surfaces [155].
Scattering at both the transverse and the lateral boundary is part of the phonon–boundary
interaction in nanowires. When photons hit a completely smooth surface and are reflected
elastically, their momentum is not lost, and thermal resistance also remains unaltered. In
this scenario, the effective mean free path for the phonon due to boundary scattering (λB) is
constrained by the nanowire’s length. However, λB depends on both the length and width
of nanowires that have a rough surface and diffuse reflection at the lateral boundary. The
thermal conductivity of nanowires depends on their length, and this information may be
obtained using the Boltzmann transport theory.

This dependency on length, however, does not follow a power law. At the same
time, low-dimensional materials have a thermal conductivity that strongly depends on
their transverse size for two primary reasons [156,157]. Firstly, the nanowire effectively
eliminates the thermal contribution of low-frequency (long wavelength) phonons. This
results in strong temperature-dependent thermal conductivity, in low-dimensional ma-
terials. Secondly, compared to bulk materials, low-dimensional materials have a larger
surface-to-volume ratio (SVR), resulting in enormous boundary/surface scatterings in the
transverse direction. When the dimensions of a structure are comparable to or smaller
than the mean free path, size effects come into play, and they are considered to exhibit
classical behavior if the scattering at the interface is diffuse. Ye et al. [158] used the normal
mode decomposition method to study the effects of the temperature, chirality, and edge
dimension on spectral phonon properties of graphene nanoribbons (GNRs). Their study
shows that the phonon relaxation time is unaffected by the edge chirality, whereas the
phonon group velocity is strongly affected by the edge chirality. Thus, at room temperature,
the thermal conductivity of the zigzag GNR is approximately 707 W/(m K), compared to
467 W/(m K) for the armchair GNR of the same width. The thermal conductivity drops
dramatically as the width is reduced or the temperature is raised.
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4.2. Applications of Micro/Nanoscale Heat Transfer

Nanoscale and microscale fabrication/modification hold immense potential and ap-
plications in several diverse fields. This section of the review will discuss some of the
important applications, including Microfluidic devices, Micro/nano heat exchangers, heat
pipes, Microprocessors and integrated circuits, Nanoelectromechanical systems (NEMS),
and energy harvesters (Figure 13). The effect of nanoparticle introduction, bubble entrain-
ment, surface modification, thin-film boiling, and evaporation on the overall heat transfer
performance and transport behavior of the device is also discussed.
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4.2.1. Microfluidic Devices

The efficiency and usefulness of microfluidic devices are significantly impacted by
the transport and heat transfer effects. According to Squires et al. [159], a packet of fluid
inside the microchannel behaves similarly to a droplet on a solid surface with a thermal
gradient. However, the latter can shift as a result of the driving Marangoni stresses at
the interface. Advection, diffusion, electrophoresis, and surface contacts are all examples
of transport phenomena that can be harnessed in microfluidics to achieve highly tunable
fluid and particle dynamics. The low Reynolds numbers inside a typical microchannel
guarantee laminar flow and keep mixing to a minimum [159]. Diffusion, propelled by heat
inside the microchannel, provides effective mixing and concentration gradients [160]. In
the technique of electrophoresis, charged particles move in response to an applied electric
field [161]. Fluid flow, adhesion, and analyte capture can all be improved by modifying or
coating the surfaces [162].
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The three modes of heat transport (conduction, convection, and radiation) are all
present in microfluidic devices. The small diameters of microchannels facilitate conduction
through solid walls and substrates [159]. As laminar flow predominates during convection,
heat is dissipated and temperatures are kept more constant [160]. Radiation heat transfer is
often insignificant in microfluidic applications but becomes important at high temperatures
or with optically transparent materials [159]. Optimizing the design and performance of
microfluidic devices requires a deep familiarity with momentum and heat transport in these
systems. Im et al. [163] fabricated copper oxide flowers, like nanostructures, to enhance
the nucleate pool boiling. They described how the large surface area-to-volume ratio of
nanostructures promotes boiling via capillary wicking. The inclusion of CuO nanostruc-
tures in a smooth and micro-grooved surface resulted in an estimated 58% improvement in
the critical heat flux (CHF), despite the nanostructures’ relatively thin thickness of 3–4 µm.
Chen et al. [164] used non-equilibrium MD (NMED) simulations to explore the transport
behavior of water molecules inside a model carbon nanotube, which is validated qual-
itatively by conducting an infiltration experiment (pressure-induced) on carbon having
nonporous arrangements in glycerine media. It has been found that the shearing stress
between the nanotube wall and the water molecules is a crucial component in defining the
nanofluidic characteristics. The effective shearing stress is both size-sensitive and fluid-
flow-rate-dependent because of the nanoscale confinement. This finding demonstrates that
the nominal viscosity of the confined liquid is substantially dependent on the flow rate and
the tube size.

4.2.2. Introducing Nanoparticles

Increasing applications in biomechanics, science, nuclear industries, and chemical [165]
sectors have boosted the research interest in nanofluid flows recently. Heat transfer ef-
fects in nanoelectronics devices and the changes induced in the thermal conductivity of
nanocomposites, consisting of nanowires or nanoparticles embedded in a matrix material,
are a few instances of engineering applications that demand a detailed investigation into
transport processes in complex nanostructures [166]. Enhancing the effectiveness of heat
transfer can be performed in several ways. The use of microchannels, the vibration of
heat-transfer surfaces, and expanded surfaces are a few to mention. According to Kaneez
et al. [167], while transporting fluids via hybrid nanostructures, the velocity of the fluid
is a growing function of the mixed convection parameter, and floatation is aided by the
buoyancy force. In addition to this, they reported that the interaction parameter between
fluid velocity and hybrid nanostructures is highly crucial in determining the fluid flow
behaviors within the nanoscale devices. Memory effects are time-dependent, and the
restoration of the fluid’s previous condition plays a crucial role in reducing the flow rate
and the thickness of the boundary layer. Increasing the thermal conductivity of the working
fluid is another way to boost heat transfer efficiency [168]. Small solid particles added
to a fluid can improve its thermal conductivity due to the high thermal conductivity of
solids. Water, oil, ethylene, biofluids, and lubricants laden with nanoparticles (size less than
100 nm) are all examples of nanofluids. Heat transmission using the nanofluids is improved
due to the nanoparticles’ increased thermal conductivity [169].

Nanofluids provide many advantages over more traditional solid–liquid suspensions,
including a larger specific surface area, greater dispersion stability, lower pumping power
requirements, and less particle clogging. Rashid et al. [170] examined the influence of
nanoparticle loading on natural convection in a standard lid-driven square cavity with a
stationary circular obstruction in the middle. They discovered that in a lid-driven square
cavity with a fixed circular obstruction at its center, the shape of the nanoparticles affected
the flow of the nanofluid within the cavity. They also reported that the velocity distribution,
temperature distribution, and kinetic energy of the fluid in nano/microstructures are
affected by different physical characteristics, like the sphericity of the nanoparticles, the
Richardson number, and the Reynolds number.
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4.2.3. Micro/Nano Heat Exchanger

Research related to micro/nano heat exchangers has seen a rise in interest due to
its potential to improve heat transfer processes in a variety of applications [171]. Micro
and nanoscale heat exchangers are observed to be effective in managing heat and energy
transfer in microcircuits [172]. Due to size-dependent effects and enhanced surface-to-
volume ratios, energy and heat transmission at this scale are distinct from the traditional
macroscale [172]. Energy transfer in micro/nano heat exchangers is primarily governed by
two mechanisms, i.e., conduction and convection [173]. However energy transport at these
scales is usually associated with multiple nonequilibrium processes due to the similarity in
the system length scales with the molecular mean free path and process time scales being
lower than the relaxation time [174].

At the micro and nanoscales, conduction is the dominant route of heat transfer, as it
involves the exchange of thermal energy through physical contact between adjacent particles.
Generally, phonons are the primary heat-conducting particles in micro/nano heat exchangers
since they are the quantum mechanical representations of lattice vibrations [175]. Phonons
transmit heat in a wavelike fashion, allowing for effective heat transfer. Manipulating phonon
transport to improve heat transfer is a major feature of micro/nano heat exchangers. To
adjust energy transport at the micro/nanoscale, the thermal conductivity of the lattice can
be modified with the inclusion of nanoparticles [176], nanostructures can be introduced, and
surface modifications, like coatings and nano-patterns, can be implemented [177,178].

Increasing the efficiency of energy transfer is largely dependent on convective heat
transfer in micro/nano heat exchangers [172]. The transfer of heat, carried by the motion
of fluid, from one area to another, is known as convection. Approaches, including the
use of microchannel or nanoporous structures, micro/nanofluids, and surface changes,
are used in micro/nano heat exchangers to improve convective heat transfer [179,180].
Microchannels and nanoporous shapes improve convective heat transfer as they increase
the surface area accessible for heat exchange and facilitate fluid mixing [179,181]. Due to
their high thermal conductivity and higher convective heat transfer coefficients, nanofluids
can improve heat transmission [182,183]. The flow behavior and heat transfer properties
inside the micro/nano heat exchanger can also be affected by surface modifications with
hydrophilic or hydrophobic coatings [184,185].

Electronic cooling, energy conversion systems, medicinal devices, and microreactors
are just some of the many uses for micro and nano heat exchangers [186]. There are
many advantages of using micro/nano heat exchangers. The small form factor, reduced
weight, and enhanced heat transfer efficiency of micro/nanoscale heat exchangers make
them suitable candidates for conventional heat exchangers for applications in the field
of microelectronics. Their micro/nano size features help them with enhanced transport
capabilities by promoting effective heat and energy transport, along with reduced power
consumption, leading to a boost in the overall performance of the device or assembly.

4.2.4. Bubble Entrainment

Bubble entrainment significantly alters the transport and heat transfer characteristics
when dealing with micro and nanostructures. As bubbles form and move inside these
structures, fluid flow patterns, interfacial regions, and heat transport pathways are all af-
fected. Understanding the mechanisms and results of bubble entrainment thus becomes an
important parameter to study for maximizing the performance of micro and nanostructures.
Bubble entrainment may arise as a result of three distinct mechanisms, namely nucleation,
growth, and separation. Nucleation causes tiny bubbles to form, and it is commonly trig-
gered by a localized decrease in pressure or rise in temperature in microstructures. Bubble
nucleation, on the other hand, can take place spontaneously in nanostructures due to the
high surface energy and curvature effects [187].

Inside the microchannels, bubbles are usually surrounded by the heated walls [188],
and their presence has a significant impact on the thermal transport characteristics within
the micro and nanostructures. Bubbles enhance mixing and mass movement by altering
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the flow patterns of the fluid. Induced convective motion helps in the transport of particles,
molecules, or heat [189] and is responsible for improving the overall performance of
micro/nano systems. Changes in the interfacial area between the fluid and the solid caused
by bubble entrainment can also affect the transport across surfaces. Chemical reactions and
adsorption are impacted by an increase in the interfacial area [174,190].

Bubble entrainment also has a major effect on heat transfer in micro and nanostructures.
Bubbles enable a process called nucleate boiling, which is another way heat is transferred
via the liquid–vapor-phase transition. When bubbles form and expand at the liquid–vapor
contact, they absorb heat and cool the surrounding liquid. However, as a bubble breaks
apart, the latent heat of vaporization is released, causing localized heating [191]. Depending
on the conditions, this dynamic heat transfer mechanism can either facilitate or hinder heat
dissipation in micro and nano environments [192].

Therefore, the study of bubble entrainment in nano and microstructures has significant
potential applications in several different disciplines. The use of bubble entrainment
in electronic cooling improves reliability by reducing the effects of heat buildup and
eliminating hotspots [193]. The efficiency of drug administration in biomedical applications
is enhanced by bubble-induced fluid movement, which aids in mixing and transporting
medicines [194]. The entrainment of bubbles speeds up chemical processes in microreactors
while reducing the volume of reactants needed [195]. These examples highlight the need
for the knowledge and control of bubble entrainment for optimizing the performance of
micro and nanostructures.

4.2.5. Energy Conversion at the Nanoscale

Nanoscale systems involve objects or materials with a size of nanometers (10−9 m).
Matter behaves differently at micro and nano scales, offering new energy conversion ap-
plications. Nanomaterials’ high surface area-to-volume ratios and quantum effects can
improve electrical conductivity, catalytic activity, and light absorption. Nanosolar cells use
the photoelectric effect to turn sunlight into power [196]. Quantum dots and nanowires
absorb light and generate an electric current in these devices. Nanoscale thermoelectric
materials are also used for energy conversion. Based on the Seebeck effect (Figure 14a),
these materials can convert waste heat into electrical energy or vice versa. Researchers
are working on improving the nanomaterial thermoelectric characteristics and energy
conversion by manipulating their structure and composition. Nanoscale mechanical de-
vices, like nanoscale motors or generators, can turn mechanical energy into electrical
energy or vice versa. These devices convert energy by influencing molecules or nanopar-
ticles using nanoscale friction, piezoelectricity, or magnetism. Piezoelectric materials,
like polyvinylidene fluoride (PVDF) [197–199], lead zirconate titanate (PZT), commercial
transducers, [200] performance poly(methyl methacrylate) (PMMA), and graphene oxide
(GO) [201], have been used to harvest energy from the raindrop impact. Recently, people
started working on a waterproof and fabric-based multifunctional triboelectric nanogenera-
tor (WPF-MTENG) [202] that shows promising results for energy harvesting even from very
small external perturbations. The huge scope of improvements that can be made in the field
of rain droplet-based nanogenerators motivated these studies. Piezoelectric nanogenerators
(PENG) utilize the lost mechanical energy released in the form of noise, pulsations, airflow,
and human body movements [203]. These PENGs can cooperate with flexible electrodes to
harness electrical energy. Soin et al. [204], in their research, used the piezoelectric properties
of polyvinylidene fluoride (PVDF) to impart piezoelectric properties to a nano-woven
fabric. The resultant piezoelectric cloth generates an output electric power density in the
range of 1.10–5.10 µWcm−2 when a pressure of 0.02–0.10 MPa is applied. Kang et al. [205],
in their research, reported that doping conventional piezoelectric material could enhance its
electrical performance for its applications in flexible nanogenerators. The researchers also
reported that the 5 mol% doping of lanthanum in zinc oxide shows an increase in an output
voltage of 0.9 V compared to undoped material. Doping increases the carrier mobility and
produces a much higher output current (8 nA) compared to an undoped (1.6 nA) one. The
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importance of droplet dimensions in energy harvesting is reported by Tinaikar et al. [206]
marking it as a key parameter to study. They also explained that recoverable energy from
rainfall depends directly upon the size of the piezoelectric membrane and the size of
the raindrop. The amount of energy that can be harvested per drop varies from 2 µJ to
1 MJ. Nanoscale energy harvesters, like piezoelectric nanogenerators, transform mechanical
vibrations into electrical energy. Nanobatteries and supercapacitors are developed for
high-energy-density, fast-charging energy storage.
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4.2.6. Thermoelectric Energy Conversion

A thermoelectric nanogenerator (TENG) works on the principle of the Seebeck effect.
A TENG can produce electricity from heat if there is a temperature gradient within the
device (Figure 14b). The majority of the charge carriers (holes in p-type materials and
electrons in n-type materials) will diffuse from the heated side to the cooled side when
one side of the material is heated and the other is cooled. The accumulation of charge
carriers at the cold end is a consequence of this diffusion process. When charge carriers
accumulate at one end of a semiconductor, the resulting potential difference is proportional
to the temperature difference between the two ends of the material [207]. Thermoelectric
energy conversion is a process that involves the movement of charge carriers, like elec-
trons or holes, as well as the transmission of energy across a temperature gradient. It is
based on electronic and ionic transport principles, as well as electronic and lattice thermal
transport. Charge carrier transport refers to the flow of charge carriers across the material’s
electronic band structure [208]. The carrier concentration, carrier mobility, and effective
mass are all important elements in electronic transportation. Doping can boost the carrier
concentration by introducing impurities into the crystal lattice [209]. Adding donor atoms,
like phosphorus, to silicon, for example, increases the number of free electrons available for
conduction. Carrier mobility, or the ease with which charge carriers can travel, is governed
by scattering mechanisms, crystal defects, and temperature. The electrical conductivity
of thermoelectric materials can be improved by optimizing carrier mobility. The inertia
of charge carriers is determined by the effective mass. A lower effective mass allows for
simpler passage through the lattice, resulting in improved electrical conductivity [208].

Another significant mechanism in thermoelectric materials is ionic transport. It in-
volves ion mobility inside the material, which can have a considerable impact on ther-
moelectric characteristics, especially in materials with high ionic conductivity [210]. For
example, the transport properties of oxide-based thermoelectric materials rely on oxygen
ion migration. Understanding and regulating electrical and ionic transport processes is
critical for improving thermoelectric performance.

In thermoelectric energy conversion, energy transmission processes are equally signifi-
cant. Electronic thermal transport is the transfer of heat via charge carrier motion [208]. To
reduce heat dissipation, it is preferable to have low electrical thermal conductivity. Reduced
thermal conductivity can be achieved by reducing phonon–electron scattering. Increasing
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the density of states around the Fermi level can impact charge carrier scattering rates,
effectively lowering electronic thermal conductivity [211]. This is possible through band
engineering or alloying procedures. The electronic heat conductivity of bismuth telluride
(Bi2Te3), for example, is effectively lowered by inserting antimony atoms to form a solid
solution [212].

Lattice thermal transport, on the other hand, refers to heat transfer via crystal lattice
vibrations [208]. High lattice thermal conductivity is desirable in thermoelectric materials
to promote efficient heat transport throughout the material. However, due to the interaction
between charge carriers and lattice vibrations, achieving high electrical conductivity and
low thermal conductivity at the same time is difficult. Phonon scattering is one method for
lowering the lattice thermal conductivity. The introduction of atomic-level disorder, such
as point defects or nanostructuring, can scatter phonons and obstruct their transmission re-
sulting in a low thermal conductivity [213]. Superlattices and nanocomposites, for example,
display greater phonon scattering and improved thermoelectric performance [214].

For instance, bismuth telluride (Bi2Te3) and lead telluride (PbTe) can be taken as
examples to demonstrate the principles described above. Bismuth telluride is a popular
thermoelectric material due to its high thermoelectric efficiency at room temperature [215].
In Bi2Te3, the charge carriers responsible for electrical conduction are holes, which are
formed by doping with elements, such as antimony [212]. The electronic transport proper-
ties of Bi2Te3 can be optimized by carefully regulating the doping and band engineering.
Lead telluride (PbTe) is another prominent thermoelectric material that performs well
at high temperatures [216]. PbTe is a narrow bandgap semiconductor that, depending
on the doping elements utilized, can exhibit both n-type and p-type electronic transport
features. To improve phonon scattering, nanoscale features, such as nano inclusions or
nanostructuring, can be added to diminish the lattice thermal conductivity [217]. Charge
carrier transport and energy transfer processes are necessary for efficient thermoelectric
energy conversion. Charge carrier movement is governed by electronic and ionic transport,
while energy transfer is governed by electronic and lattice thermal transport. Researchers
can improve the performance of thermoelectric materials for a variety of applications by
studying and regulating these processes. To improve charge carrier transport and lower
thermal conductivity, doping, band engineering, and nanostructuring techniques are rou-
tinely used. Examples of thermoelectric materials that demonstrate the success of these
tactics are bismuth telluride and lead telluride. More research and development in this area
is going on to advance thermoelectric energy conversion technologies.

4.2.7. Some Industrial Applications

(a) Microprocessors and integrated circuits

Recent advances in electronics and semiconductor processing have enhanced the
usage of small and precise devices to deliver efficient and accurate performance. Micropro-
cessors and integrated circuits are such unique small-scale devices that have temperature
sensitivity and control where the proper thermal management of these systems becomes
crucial for their optimal performance efficiency. In addition, the physical characteristics
of these electronic parts are compact, and the available heat transmission surface area is
small [218]. Consequently, efficient cooling calls for compact heat dissipation from these
fragile substrates. The main aim of studying the heat transport in such devices is to know
the maximum allowable temperature (100 ◦C for a typical semiconductor chip [219]) of the
component to maintain efficient thermal control within their fictional limits. Intermetallic
growth, corrosion, metal migration, and void formation are all thermally driven failure
mechanisms that speed up as the absolute temperatures of a microchip rise [220]. Soldering
can give rise to more cumulative fatigue per cycle at higher operating temperatures.

(b) Nanoelectromechanical systems (NEMSs)

Nanoelectromechanical systems (NEMSs) are nanoscale devices that blend electrical
and mechanical functions for their use in various applications [221]. These NEMSs often



Processes 2023, 11, 2769 29 of 42

take the shape of cantilevers or doubly clamped beams in nanometer-scale dimensions. Ac-
tive components are made of materials, like silicon, silicon carbide, carbon nanotubes, gold,
and platinum, to name a few [222]. As micromachining and chip integration technology
has advanced, the ability to accurately monitor temperatures in small packages has become
increasingly important, not just in the diagnosis of potentially fatal diseases but also in
cutting-edge industrial settings [223]. Micro-temperature sensors have received interest
because of their small size [224], their ability to learn and adapt [225], and their high level
of integration [226]. There is a growing need for miniaturized thermal resistance nanoelec-
tromechanical systems for high-temperature testing [227] owing to technological progress
and the success of industrialization. For instance, the manufacturing of a temperature-
measurement device for the petroleum industry that requires the measurement in the path
of the gas field must be efficient in measuring temperatures over 500 K [228]. A similar
requirement of measuring high temperature [229] is found in the pharmaceutical industry,
where temperature is monitored during the manufacture and sterilization of drugs. That is
why refining the high-sensitivity thermal resistance temperature sensor’s measurement
interval is crucial. Table 2 below details some of the drawbacks of NEMS/MEMS devices,
in addition to their many benefits.

Table 2. Advantages and disadvantages of NEMS/MEMS.

Advantages Disadvantages

• Lower energy consumption and cost of fabrication
• High replicability devices
• Higher electrical conductivity and better ductility
• Lightweight devices

• Poor wear-resistant characteristics
• Highly prone to fracture
• Toxic materials used for fabrication
• Challenges related to handling nanoscale devices

(c) Microscale heat pipes and sinks

The use of microscale heat sinks, where the forced air or liquid coolant is integrated into
the electronic package, is one of the most common responses to the problem of overheating
in microscale devices [230]. Heat sinks do not function efficiently in high-temperature
situations. Under these circumstances, utilizing the latent heat of the coolant, micro
heat pipes can achieve higher heat transfer coefficients than micro heat sinks, making
them increasingly useful. Microheat pipes have a hydraulic diameter between 10 and
500 µm [231], and their cross-sections are typically convex but cusped (e.g., a polygon). As
the size of the region of interest requiring thermal control is reduced, the generated heat
flux by the device shoots up [232]. The transfer of heat from a warm region of the heat
pipe to the condenser takes place through microwicks or channels via the capillary force.
Capillary pressure created by the device’s acute corners helps in moving the condensate
inside. The sharpness and number of the corners determine the rate of circulation of the
working fluid and thus the heat transfer coefficient of the micro heat pipe. A reduction in
the apex angle of the channel and the pipe length maximizes heat transfer [233]. Microheat
pipes are a potential device for ensuring consistent temperatures and rapid local heat
removal in miniature electronic components [234].

4.2.8. Effect of Surface Modification

Past decades have seen major strides in the field of efficient energy conversions in
nanoscale systems due to the rise in the demand for alternative and sustainable energy
sources. Surface modification includes modifying or imparting the material surface with
special functional properties to enhance its desired applications. In the field of photovoltaics
and catalysis, surface modification at the nanoscale has emerged as a potential way to
achieve this goal. Photovoltaic devices, such as solar cells, modify surfaces to increase
the efficiency with which sunlight is converted into electricity. Surface passivation is an
efficient method for increasing energy conversion efficiency [235]. This process includes
the deposition of a thin layer of insulating material onto the surface of the semiconductor
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to decrease surface recombination and increase the charge carrier lifespan of the energy
conversion system. To boost energy conversion, photovoltaic materials often undergo
additional surface modifications, such as nanostructuring [236], which increases the area
available to absorb light. Plasmonic nanoparticle integration on solar cell surfaces enables
localized surface plasmon resonance (LSPR), which improves energy conversion efficiency
by increasing light absorption and charge generation [237].

In the field of applied catalysis, surface modification is useful and is a critical process
for many energy conversion technologies, including fuel and electrochemical cells. Surface
modification provides a higher number of active sites to the catalyst surface, providing
a large surface for the reaction and influencing the reaction kinetics [238]. Improving
the adsorption properties of catalyst surfaces is another useful strategy for increasing the
efficiency of fuel cell reactions, such as the hydrogen evolution reaction (HER) and the
oxygen evolution reaction (OER) [239]. The catalytic stability and overall energy conversion
efficiency can be enhanced by modifying the surface to create barriers or repel harmful
species [235].

For possible applications in field-effect transistors, Pak et al. increased the photodetec-
tion characteristics by treating the surface with copper phthalocyanine (CuPc) [240]. They
found that, when compared to pure MoS2, the performance of CuPc/MoS2 hybrid devices
as photodetectors was significantly higher (~12.57% increase in the quantum efficiency).
Moreover, such MoS2 organic vertical hybrid structures hold great promise for their use in
efficient photo-detecting devices and optoelectronic circuits. Nanoscale surface texturing
can improve energy transfer efficiency, save significant energy, and cut global greenhouse
gas emissions. Hu et al. [241] investigated the nanoscale surface modification’s impact
on heat transport during boiling and quenching. Using an aluminum surface with an
anodized aluminum oxide (AAO) nanoporous texture finish, the critical heat flux was
reported to be increased by 112%, and the Leiden frost point temperature was increased
by 40 K, compared to a conventional aluminum surface. Because of the super hydrophilic
surface property and abundance of nanoscale nucleation sites formed by the nanoporous
surface, heat transport is improved on these materials. Unlocking the full potential of
surface modifications for energy conversion at the nano/microscale can lead to multiple
breakthroughs in the areas of nanotechnology and interdisciplinary research. Researchers
can set the way for future advancements in energy conversion technologies by harnessing
the power of surface modification and utilizing interdisciplinary collaboration.

4.2.9. Thin Film Boiling in Nano/Micro Materials

When it comes to nucleate boiling heat transfer, the crucial performance parameter
relies heavily on the surface morphology, which can be made possible through the use of
nanomaterials or nanofabrication. Improved boiling heat transfer methods have come a
long way in recent decades. Hence, the proliferation of microscopic or man-made voids
on a surface makes nanofabrication and surface enhancements a topic of intense research.
Surfaces with improved micro- and nano-geometries can trap more vapor and gas, have a
higher density of active nucleation sites and generate more heat from within. As a result
of these enhancements, the boiling heat transfer coefficient was enhanced by decreasing
the incipient wall superheat and boiling superheat [242,243]. The shape of the wetting
liquid meniscus (governed by the disjoining pressure and capillary pressure) is highly
critical for the heat transmission performance. As the film thickness is decreased and
the structure depth increases, it is reported that the meniscus conforms more closely to
the nano structure’s surface [244]. Surface roughness at the nanoscale, when combined
with a disjoining pressure effect, becomes extremely important. This surface roughness-
induced evaporation results in a flatter evaporating meniscus profile. Hu et al. [245], in
one of their studies, revealed that flow permeability has the most significant impact on
thin-film evaporation. Their findings indicate that higher average surface roughness may
also restrict evaporation and result in a steeper evaporating meniscus profile. It is essential
to discover the precise surface roughness characteristics as that will decide the impact of
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the disjoining pressure and flow permeability. Energy conversion, microelectronics cooling,
boiling, perspiration, and self-assembly are only a few of the processes that rely on the
evaporation from thin films. Transport processes along the contact line among liquid, vapor,
and solid control the phase shift in these systems. Micro and nanoscale modifications
to the surface chemistry and topography can significantly improve vaporization. For
instance, Hassan et al., in one of their studies, explained the thin-film evaporation of
argon over platinum-based nanostructures using molecular dynamic studies [246]. Their
results show that the surface nanostructures and surface wetting characteristics enhance
the heat-transfer capabilities of the surface. In the event of a perfectly wetting fluid, three
distinct areas within the evaporating meniscus are observed as presented in Figure 15.
The predecessor to the presumed contact line among the liquid, vapor, and solid is the
adsorbed/nonevaporating film region. Because of the interplay of the attraction forces
among the solid and liquid, vapor pressure, and temperature of the substrate, the thickness
of this adsorbed/nonevaporating layer remains constant. The second region is known
as the transition region where the liquid–vapor contact is significantly curved. During
active evaporation, capillary and intermolecular forces direct the flow of liquid from the
thicker region.
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The third region is the bulk meniscus, where the interface’s curvature is essentially
constant. This area serves as a reservoir, replenishing the transition zone with fluid. These three
zones and their respective thermal resistances can be used to analyze the heat transmission
process. A static meniscus has three resistances in series: (1) a conduction resistance through
the solid substrate, which is typically small due to the high conductivity of the solid material;
(2) a conduction resistance through the liquid, which is a linear function of the film thickness;
and (3) a resistance to heat transfer across the liquid–vapor interface. For liquids with a high
latent heat of vaporization or systems with a large liquid–solid interface area, this resistance
to heat transfer across the liquid–vapor interface is the most important thermal resistance in
the system [247].

4.2.10. Evaporation on the Nano/Micro Scale

The study of evaporation and condensation on the nano and micro scales presents a
one-of-a-kind set of problems and reveals many fascinating behaviors as a consequence
of quantum phenomena, surface interactions, and confinement. At the nanoscale, the
principles of quantum mechanics predominate, leading to a departure from the behavior
predicted by conventional physics. The evaporation of water from confined systems can
be distinguished from the evaporation of water from the bulk by the fact that water in
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confined systems can switch between vapor and liquid state throughout the process of
evaporation. During the transition from the liquid to the gas phase, the system’s entropy
changes [248]. Ward developed a formula for the entropy production at an evaporating
interface by applying the statistical rate theory [249]. They concluded that the interfacial
entropy generation rate does not reach a minimum during the phase change process unless
the system is closed. This was one of their findings. However, for open systems, the state of
least entropy might be arbitrarily distant from the state of equilibrium, depending on the
characteristics of the substances involved. In contrast, the meniscus region predominates
in the evaporation from microscopic interfaces. The nanoscopic extension of the liquid–
vapor interface starts to play a more significant role in the overall evaporation rate within
nanoconfinement [250]. This is due to the availability of small free surface areas for
evaporating liquids that are confined within the nanoconfinement. The thin film region that
is evaporating has a modest thickness, which results in minimum heat transfer resistance
across this layer. As a result, this region becomes an extremely high evaporating zone.
Surface-to-volume ratios become important at the nano and micro sizes. At lower scales,
due to transverse confinement, the electronic and phononic states are quantized leading to
a finite level of spacing, resulting in distinct energy levels, which vary when compared to
bulk materials. These factors can affect the thermodynamic properties of liquids, including
their evaporation and condensation rates [251]. The stability of the liquid phase can also be
affected by the surface energy of nanoparticles or nanostructured surfaces. Wetting qualities
are heavily controlled by surface roughness and intermolecular forces. At the nanoscale, the
influence of quantum processes, like Vander Waals [252] and Casimir–Polder [253] forces,
on the adhesion and spreading of liquid molecules on surfaces become more pronounced.
These effects can change the condensation rate by altering the process of droplet nucleation
and growth. Water in confined nano/microscale systems can oscillate between the vapor
and liquid state when it evaporates, as demonstrated by Xu et al. [254]. When dealing with
nano/micro confinements, factors pertaining to the creation of a high-curvature meniscus
and those resulting from the proximity and interference of the liquid–solid and liquid–
vapor interfaces, become crucial parameters to study [255]. The meniscus region dominates
in evaporation from micro/nanoscopic interfaces, but the nanoscopic extension of the
liquid–vapor interface begins to play a more significant role in the overall evaporation rate
within the nanoconfinement as the free surface area available for evaporation for liquids in
the nanoconfinement decreases.

The proximity to the intrinsic meniscus region and contributions from the capillary
force causes the liquid–vapor interface to develop with a small curvature in the evaporating
thin film zone. Due to the minimal thermal resistance across this layer, the evaporating thin
film region is extremely evaporative [248]. Table 3 summarizes the various applications of
micro and nanoscale heat transfer in industry and research.

Table 3. Applications of thermal transportation of micro and nanoscale devices.

Application Key Parameter References

Microfluidic devices

• Reynold’s number
• Shear stress
• Surface tension of the fluid
• Channel properties

Ref. [159]

Micro/nano heat exchanger
• Surface area
• Thermal conductivity
• Surface properties

Ref. [173]

Microprocessors and integrated circuits
• Temperature-sensitive
• Soldering
• Type of material

Ref. [218]
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Table 3. Cont.

Application Key Parameter References

Nano-electromechanical systems (NEMS)

• Temperature
• Thermal resistance temperature
• Surface features
• Morphology of device

Ref. [221]

Microscale heat pipes
• Temperature
• Morphology
• Capillary pressure

Ref. [230]

Microscale heat sinks
• Temperature
• Coolant fluid
• Mechanism (forced/natural)

Ref. [256]

Thermoelectric energy conversion
• Temperature gradient,
• carrier concentration, mobility, and effective mass
• Thermal conductivity

Refs. [207,208]

5. Conclusions and Future Outlook

The field of micro/nanoscale heat transport is divided based on the involved length
scales into two major domains: (a) above the continuum length scale and (b) below the
continuum length scale. Numerous theories have been developed to describe heat transport
in these length scales. MD simulations have proven to be a powerful tool for explaining
small-scale systems. MD simulations have revolutionized the field by enabling researchers
to move into the molecular length scale domain while reducing the complexity and compu-
tational expenses of ab initio simulations. Thin-film evaporation, the formation of vapor
bubbles, three-phase heat transfer, coalescence, and condensation are studied in detail but
the results deviate significantly from experimental studies, which indicate a requirement
for improved MD models. These deviations are mainly observed due to the spatiotemporal
scale variations of the simulated systems with reality. The accuracy of MD simulations
is also limited by the quality of the force fields (FFs), which can result in deviations from
experimental data. Yet, with recent advancements in machine learning-based force fields
and ab initio-based simulations, the efficiency of the outcomes has been improved. The
accuracy of MD simulations depends on a variety of factors, including the choice of system
length scales, the accuracy of the FF, and the adjustment of the tuning parameters. The
construction of ML-based FFs is one of the most promising applications, to close the gap
between the precision of ab initio approaches. The main aim is to discover the statistical
relationship between chemical structure and potential energy without prior knowledge
of fixed chemical bonds or related interactions. In recent years, the application of ML in
computational chemistry has enabled significant advancements that were previously un-
feasible due to the computational complexity of traditional electronic structure techniques.
One of the most interesting applications is the creation of ML-based force fields (FFs), to
reduce the gap between the precision of ab initio techniques and the efficiency of classical
FFs, which will eventually help in developing better FFs for systems related to micro and
nanoscale heat transfer. It is to be noted that experimental validations and the development
of newer methodologies for MD simulations must go hand in hand to obtain a bigger and
better picture of physics on a smaller scale.
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228. Macenić, M.; Kurevija, T.; Medved, I. Novel geothermal gradient map of the Croatian part of the Pannonian Basin System based

on data interpretation from 154 deep exploration wells. Renew. Sustain. Energy Rev. 2020, 132, 110069. [CrossRef]
229. Jiang, X.; Kazarin, P.; Sinanis, M.D.; Darwish, A.; Raghunathan, N.; Alexeenko, A.; Peroulis, D. A non-invasive multipoint product

temperature measurement for pharmaceutical lyophilization. Sci. Rep. 2022, 12, 12010. [CrossRef] [PubMed]
230. Takács, G.; Bognár, G.; Bándy, E.; Rózsás, G.; Szabó, P.G. Fabrication and characterization of microscale heat sinks. Microelectron.

Reliab. 2017, 79, 480–487. [CrossRef]
231. Sundén, B.; Fu, J. Heat Pipes for Aerospace Application. In Heat Transfer in Aerospace Applications; Elsevier: Amsterdam,

The Netherlands, 2017; pp. 117–144. [CrossRef]
232. Reay, D.A.; Kew, P.A.; McGlen, R.J. Cooling of electronic components. In Heat Pipes; Elsevier: Amsterdam, The Netherlands, 2014;

pp. 207–225. [CrossRef]
233. Jouhara, H. 4.3 Heat Pipes. In Comprehensive Energy Systems; Elsevier: Amsterdam, The Netherlands, 2018; pp. 70–97. [CrossRef]
234. Faghri, A.; Zhang, Y. Introduction to transport phenomena. In Transport Phenomena in Multiphase Systems; Elsevier: Amsterdam,

The Netherlands, 2006; pp. 1–106. [CrossRef]
235. Chen, X.; Shen, S.; Guo, L.; Mao, S.S. Semiconductor-based photocatalytic hydrogen generation. Chem. Rev. 2010, 110, 6503–6570.

[CrossRef] [PubMed]
236. Guo, C.F.; Sun, T.; Cao, F.; Liu, Q.; Ren, Z. Metallic nanostructures for light trapping in energy-harvesting devices. Light. Sci. Appl.

2014, 3, e161. [CrossRef]
237. Lee, J.; Mubeen, S.; Ji, X.; Stucky, G.D.; Moskovits, M. Plasmonic photoanodes for solar water splitting with visible light. Nano

Lett. 2012, 12, 5014–5019. [CrossRef]
238. Won, D.H.; Shin, H.; Koh, J.; Won, D.H.; Shin, H.; Koh, J.; Chung, J.; Lee, H.S.; Kim, H.; Woo, S.I. Highly Efficient, Selective, and

Stable CO2 Electroreduction on a Hexagonal Zn Catalyst. Angew. Chem.-Int. Ed. 2016, 55, 9297–9300. [CrossRef]
239. Du, J.; Li, F.; Sun, L. Metal-organic frameworks and their derivatives as electrocatalysts for the oxygen evolution reaction. Chem.

Soc. Rev. 2021, 50, 2663–2695. [CrossRef] [PubMed]
240. Pak, J.; Jang, J.; Cho, K.; Kim, T.Y.; Kim, J.K.; Song, Y.; Hong, W.K.; Min, M.; Lee, H.; Lee, T. Enhancement of photodetection

characteristics of MoS2 field effect transistors using surface treatment with copper phthalocyanine. Nanoscale 2015, 7, 18780–18788.
[CrossRef]

241. Hu, H.; Xu, C.; Zhao, Y.; Ziegler, K.J.; Chung, J.N. Boiling and quenching heat transfer advancement by nanoscale surface
modification. Sci. Rep. 2017, 7, 6117. [CrossRef] [PubMed]

https://doi.org/10.1039/c3ee41859f
https://doi.org/10.1039/b822664b
https://doi.org/10.1146/annurev-matsci-062910-100445
https://doi.org/10.1038/35098012
https://www.ncbi.nlm.nih.gov/pubmed/11595940
https://doi.org/10.1016/j.mattod.2013.05.004
https://doi.org/10.1038/nature13184
https://doi.org/10.1016/S1018-3639(18)30767-0
https://doi.org/10.1007/978-1-4615-4086-1_4
https://doi.org/10.1109/TDMR.2004.840160
https://doi.org/10.1016/B978-0-12-820773-4.00015-9
https://doi.org/10.1016/B0-08-043152-6/02134-3
https://doi.org/10.3390/mi13122078
https://www.ncbi.nlm.nih.gov/pubmed/36557377
https://doi.org/10.35848/1347-4065/ac305d
https://doi.org/10.1109/JSEN.2016.2597292
https://doi.org/10.3390/s22197673
https://doi.org/10.1038/s41598-021-04100-2
https://doi.org/10.1016/j.rser.2020.110069
https://doi.org/10.1038/s41598-022-16073-x
https://www.ncbi.nlm.nih.gov/pubmed/35835977
https://doi.org/10.1016/j.microrel.2017.05.028
https://doi.org/10.1016/B978-0-12-809760-1.00007-7
https://doi.org/10.1016/B978-0-08-098266-3.00008-X
https://doi.org/10.1016/B978-0-12-809597-3.00403-X
https://doi.org/10.1016/B978-0-12-370610-2.50006-4
https://doi.org/10.1021/cr1001645
https://www.ncbi.nlm.nih.gov/pubmed/21062099
https://doi.org/10.1038/lsa.2014.42
https://doi.org/10.1021/nl302796f
https://doi.org/10.1002/anie.201602888
https://doi.org/10.1039/D0CS01191F
https://www.ncbi.nlm.nih.gov/pubmed/33400745
https://doi.org/10.1039/C5NR04836B
https://doi.org/10.1038/s41598-017-06050-0
https://www.ncbi.nlm.nih.gov/pubmed/28733647


Processes 2023, 11, 2769 42 of 42

242. Das, S.; Bhaumik, S. Enhancement of Nucleate Pool Boiling Heat Transfer on Titanium Oxide Thin Film Surface. Arab. J. Sci. Eng.
2014, 39, 7385–7395. [CrossRef]

243. Bongarala, M.; Hu, H.; Weibel, J.A.; Garimella, S.V. Microlayer evaporation governs heat transfer enhancement during pool
boiling from microstructured surfaces. Appl. Phys. Lett. 2022, 120, 221602. [CrossRef]

244. Hu, H.; Chakraborty, M.; Allred, T.P.; Weibel, J.A.; Garimella, S.V. Multiscale Modeling of the Three-Dimensional Meniscus Shape
of a Wetting Liquid Film on Micro-/Nanostructured Surfaces. Langmuir 2017, 33, 12028–12037. [CrossRef] [PubMed]

245. Hu, H.; Weibel, J.A.; Garimella, S.V. Role of nanoscale roughness in the heat transfer characteristics of thin film evaporation. Int. J.
Heat Mass Transf. 2020, 150, 119306. [CrossRef]

246. Hasan, M.N.; Shavik, S.M.; Rabbi, K.F.; Mukut, K.M.; Alam, M.M. Thermal transport during thin-film argon evaporation over
nanostructured platinum surface: A molecular dynamics study. Proc. Inst. Mech. Eng. Part N J. Nanomater. Nanoeng. Nanosyst.
2018, 232, 83–91. [CrossRef]

247. Plawsky, J.L.; Fedorov, A.G.; Garimella, S.V.; Ma, H.B.; Maroo, S.C.; Chen, L.; Nam, Y. Nano-and microstructures for thin-film
evaporation—A review. Nanoscale Microscale Thermophys Eng. 2014, 18, 251–269. [CrossRef]

248. Davoodabadi, A.; Ghasemi, H. Evaporation in nano/molecular materials. Adv. Colloid Interface Sci. 2021, 290, 102385. [CrossRef]
[PubMed]

249. Ward, C.A. Liquid-Vapour Phase Change Rates and Interfacial Entropy Production. J. Non-Equilibrium Thermodyn. 2002,
27, 289–303. [CrossRef]

250. Deng, Y.; Chen, L.; Liu, Q.; Yu, J.; Wang, H. Nanoscale View of Dewetting and Coating on Partially Wetted Solids. J. Phys. Chem.
Lett. 2016, 7, 1763–1768. [CrossRef] [PubMed]

251. Ciraci, S.; Buldum, A.; Batra, I.P. Quantum effects in electrical and thermal transport through nanowires. J. Phys. Condens Matter.
2001, 13, R537–R568. [CrossRef]

252. Sun, T.; Wang, J.; Kang, W. Van der Waals interaction-tuned heat transfer in nanostructures. Nanoscale 2013, 5, 128–133. [CrossRef]
[PubMed]

253. Laliotis, A.; de Silans, T.P.; Maurin, I.; Ducloy, M.; Bloch, D. Casimir–Polder interactions in the presence of thermally excited
surface modes. Nat. Commun. 2014, 5, 4364. [CrossRef]

254. Xu, L.; Molinero, V. Liquid–Vapor Oscillations of Water Nanoconfined between Hydrophobic Disks: Thermodynamics and
Kinetics. J. Phys. Chem. B 2010, 114, 7320–7328. [CrossRef] [PubMed]

255. Maroo, S.C.; Chung, J.N. Nanoscale liquid-vapor phase-change physics in nonevaporating region at the three-phase contact line.
J. Appl. Phys. 2009, 106, 064911. [CrossRef]

256. Pekur, D.V.; Sorokin, V.M.; Nikolaenko, Y.E. Thermal characteristics of a compact LED luminaire with a cooling system based on
heat pipes. Therm. Sci. Eng. Prog. 2020, 18, 100549. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/s13369-014-1340-z
https://doi.org/10.1063/5.0090156
https://doi.org/10.1021/acs.langmuir.7b02837
https://www.ncbi.nlm.nih.gov/pubmed/28953405
https://doi.org/10.1016/j.ijheatmasstransfer.2020.119306
https://doi.org/10.1177/2397791418802498
https://doi.org/10.1080/15567265.2013.878419
https://doi.org/10.1016/j.cis.2021.102385
https://www.ncbi.nlm.nih.gov/pubmed/33662599
https://doi.org/10.1515/JNETDY.2002.017
https://doi.org/10.1021/acs.jpclett.6b00620
https://www.ncbi.nlm.nih.gov/pubmed/27115464
https://doi.org/10.1088/0953-8984/13/29/201
https://doi.org/10.1039/C2NR32481D
https://www.ncbi.nlm.nih.gov/pubmed/23147396
https://doi.org/10.1038/ncomms5364
https://doi.org/10.1021/jp102443m
https://www.ncbi.nlm.nih.gov/pubmed/20446704
https://doi.org/10.1063/1.3225992
https://doi.org/10.1016/j.tsep.2020.100549

	Introduction 
	Molecular Dynamic Simulations 
	Basic Principles of MD 
	Example of Some Potential Forms in MD Simulations 
	Lennard–Jones Potentials 
	Water Models and Potentials 
	Other Commonly Used Many-Body Potentials 


	Application of Molecular Dynamic Simulations in Micro and NanoscaleHeat Transfer 
	Liquid–Vapor Interface 
	Liquid Droplet at the Vapor Interface and Surface Tension 
	Mass Transfer at the Liquid–Vapor Interface 
	Evaporation at the Liquid–Vapor Interface 
	Behavior of Long-Chain Organic Molecules at the Liquid–Vapor Interface 
	Effects of a Pressure-Varying Field on Vaporization 

	Solid–Liquid–Vapor Interface 
	Liquid Droplets on Solid Surfaces 
	Impact of Interaction Parameter and Molecular Kinetic Theory at the Three-Phase Contact Line 
	Liquid Droplet–Carbon Nanotube Interface 
	Bubble Dynamics at the Solid–Liquid–Vapor Interface 
	Droplet Coalescence 
	Thin Film Evaporation at the Solid–Liquid–Vapor Interface 

	Miscellaneous Works 

	Nanoscale Thermal Transport Theories and Experiments 
	Statistical Behavior of Nanoscale Transport Processes 
	Phonon Transport 
	Size Effects 
	Boundary and Interface Effects 

	Applications of Micro/Nanoscale Heat Transfer 
	Microfluidic Devices 
	Introducing Nanoparticles 
	Micro/Nano Heat Exchanger 
	Bubble Entrainment 
	Energy Conversion at the Nanoscale 
	Thermoelectric Energy Conversion 
	Some Industrial Applications 
	Effect of Surface Modification 
	Thin Film Boiling in Nano/Micro Materials 
	Evaporation on the Nano/Micro Scale 


	Conclusions and Future Outlook 
	References

