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Abstract: The concept of controlling vehicle comfort is a common problem that is faced in most
under- and postgraduate courses in Engineering Schools. The aim of this study is to provide a
simplified approach for the feedback control design and simulation of active suspension systems,
which are applied in vehicles. Firstly, the mathematical model of an active suspension system (a
quarter model of a car) which consists of a passive spring, a passive damper and an actuator is
provided. In this study, we chose to design and compare the following controllers: (a) conventional P,
PI and PID controllers that were tuned through two conventional methodologies (Ziegler–Nichols
and Tyreus–Luyben); (b) an optimal PID controller that was tuned with a genetic algorithm (GA)
optimization framework in terms of the minimization of certain performance criteria and (c) an
internal model controller (IMC) based on the process transfer function. The controllers’ performance
was assessed in a series of realistic scenarios that included set-point tracking with and without
disturbances. In all cases, the IMC controller and the optimal PID showed superior performance.
On the other hand, the P and PI controllers showed a rather insufficient behavior that involved
persistent errors, overshoots and eventually, uncomfortable ride oscillations. Clearly, a step-by-step
approach such as this, that includes modeling, control design and simulation scenarios can be applied
to numerous other engineering examples, which we envisage to lead more students into the area of
automatic control.

Keywords: active car suspension; PID controller; model-based controller; modeling and simulation;
tuning methods; controller performance criteria; optimal PID

1. Introduction

One of the modern applications of automatic control technology in mobile applications
is vehicle control (either with or without a driver) that ensures road-handling ability and
ride comfort. One of these fascinating applications is the cruise control system that adjusts
the car’s speed based on data received by a set of sensors and is implemented with
advanced control techniques [1–3]. Another interesting area is lane-free control systems
that use sensors and cameras to steer vehicles and retain them inside their lane without
any action from the driver. Furthermore, the blind-spot-monitoring control system can
detect when a car or a random object is out of sight. The latter can be combined with
anti-collision warning control systems that warn the driver if such an obstacle is detected
within the vehicle direction. Clearly, the above applications have received significant
attention from researchers [4,5]. Still, however, the suspension control system, which
is responsible for controlling and adjusting the ride comfort with an aim of reducing
oscillations, is always at the forefront of research and lectures in engineering schools
(mainly in undergraduate studies).

The core aim of the suspension system (see Figure 1) is to isolate the vehicle’s cabin
from external road disturbances (e.g., it separates the car body from the wheels) in order
to maximize the driving comfort for the passengers and ensure car stability. Another
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important role of the suspension system is to keep the wheel in contact with the road surface,
as vibrations may be harmful to the passengers and the vehicle itself. These requirements for
improved driving comfort and passenger safety have pushed car manufacturers to develop
new active suspension systems. This type of suspension has the ability to adapt to harsh
road surface conditions and is realized through the ability to store, dissipate and utilize
energy within the system. Compared with the passive suspension (open loop without a
control action), the active suspension performs better due to the force/power actuator. The
actuator is a mechanical control system, which is mounted on the suspension, and can
be pneumatic, hydraulic, electromagnetic, etc. The controller collects data from various
sensors mounted on the vehicle that can analyze the road profile before any control action.
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The design and simulation of a car suspension can be found in various forms in
the literature. Most studies take a mathematical model for the active suspension into
account and simulate it along with a (properly tuned) PID controller. In most case studies,
simulations using a hydraulic actuator and tested in various road surface scenarios (uneven
road, potholes and random road entrances) prove to be an established line of work. Such
results have proven that the active suspension system with PID control improves driving
comfort [6]. In [7], a significant effort was made to reduce the motion of a rail car body and
the damper. The PID controller was tuned through the Ziegler–Nichols methodology, and
the simulated results between the passive and the active suspension system proved that
the active suspension system with PID control improves ride comfort, gives a low peak
overshoot (amplitude) and a faster settling time. Another group of studies discussed the
performance of a PID controller (tuned with the Ziegler–Nichols method or with fuzzy
methods) in a semi-active suspension of a vehicle. Again, the results proved that the active
suspension system significantly improves driving comfort [8–10]. An interesting approach
was reported in a study by A. Al-Zughaibi and H. Davies [11]. The controller was designed
using the Routh–Hurwitz stability criterion and the respective simulations were carried
out in a system with unknown time delays, different masses and road disturbance. The
simulation results showed a significant improvement in performance and disturbance
rejection. A quite interesting study using a combination of commercial software (used
for extracting vehicle responses) and control design investigated the performance of a
K-seat-based PID that is able to enhance motion comfort [12]. Along the same trend, J. Zhu
et al. [13] worked on the nonlinear modeling and control of emergency rescue vehicles (e.g.,
active suspension systems in fire trucks) that lack body stability. Their disturbance rejection
control design provided a complementary perspective to the results derived from feedback
control implementation.

Moving on to modern control techniques, a neural-network-based model predictive
controller (NN-MPC), designed for a non-linear servo-hydraulic vehicle suspension system,
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was compared to a PID controller. The analysis revealed the superior performance of the
NN-MPC over the PID, as it showed a better tracking of the set-point, despite the distur-
bances that emerged [14]. J. Kim et al. [15] developed an MPC algorithm for semi-active
suspension systems with road preview that managed to improve both the ride comfort
and the road-handling performance. In particular, the damping force (input variable) was
minimized towards achieving predefined trajectories. A detailed mathematical methodol-
ogy based on multi-agent communication topology and MPC was presented by N. Zhang
et al. [16] with an aim to minimize the vertical acceleration, pitch acceleration and roll ac-
celeration of the vehicle body. Another meaningful case study dealt with the development
of controllers in motors [17]. The control system was realized and tuned by an artificial
intelligence strategy that is based on heuristic optimization techniques (particle swarm
optimization, PSO). At first, the development of the mathematical model of the DC motor
was carried out. Then, a feedback control system was applied under the adaptive PSO
and the conventional Ziegler–Nichols method. The simulation and comparison of the
above controller with the PSO and Ziegler–Nichols tuning methods showed that the PSO
algorithm can be effectively used to tune the PID controller. In [18], three tuning methods
were used for a PID controller, (heuristic tuning, Ziegler–Nichols tuning and the iterative
learning algorithm). Afterwards, the simulation and comparison of the above-mentioned
tuning methods, as well as of the comparison between the passive and active suspension
system, were carried out for scenarios of three different road disturbances (bump and hole,
sinusoidal and random input). The outcome of the study is that the active suspension
system performs better than the passive suspension system, whereas the PID controller that
was tuned by the iterative learning algorithm performed better than the other two tuning
methods. In a more detailed study regarding the development of a full vehicle model,
an adaptive PID control was designed [19]. Specifically, this study is worth mentioning
because it developed an adaptive controller for active suspension systems with parameter
uncertainties. Their aim was to improve the transient response of the body and to save
the communication resources of the in-vehicle network. An interesting study that tried to
address problems relating to gain estimation was presented by Y. Jeong et al. [20]. This
group designed a linear-quadratic (LQ) static output feedback with a 2-DOF quarter-car
model for an active suspension system. This type of control uses available sensor signals
measured in real vehicles and formulates an optimization problem that can be solved via a
heuristic optimization method. It was concluded that the proposed controller showed the
best performance in terms of ride comfort.

Several other studies can also be found in the literature and include control approaches
such as the linear quadratic regulator [21–23], adaptive sliding control [24], H∞ con-
trol [25,26], advanced fuzzy control [27,28], optimal control [15,29] and neural-network-
based methods for tuning [30,31].

Aside from vehicles, specifically those in train suspension systems, the study by
X. He et al. in [32] studied the riding comfort of high-speed trains (which affect the travel
experience of passengers) and aimed at reducing the vibrations through the application of
a vertical dynamics model of railway vehicles. Furthermore, a unique study with actual
implementation scenarios was reported by K. Ikeda et al. [33]. The purpose of this study
was to estimate the psychological state of an occupant based on biometric information.
Based on the research findings, the ride quality of occupants while driving can be recorded
and control algorithms can be retrofitted in real time.

Since several studies dealing with vehicle suspensions have been carried out in the
literature, the focus of this study is not claimed to be unique among such interesting and
useful studies. The vision of the present study is to provide a simplified step-by-step
approach that can be used as an applied example of modeling and control for engineering
students’ lectures. The concept of active suspension systems has significant benefits, as it
can be comprehensively taught via the following consecutive educational requirements:
(a) the set-up of the mathematical model of a quarter of a car (1/4) active suspension in the
dual form of differential equations, state-space model and transfer functions, (b) the design
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and application of a feedback control system based on P, PI and PID controllers, (c) the
design and application of a feedback control system based on internal model control (IMC)
and (d) the evaluation of the controllers’ performance under different road conditions
(including disturbances). The above are accompanied by applied tuning techniques such
as the methodologies of Ziegler–Nichols and Tyreus–Luyben and optimal tuning through
genetic algorithms (GA).

The structure of the paper is as follows: Section 2 presents the mathematical model of
the active suspension system. In this section, open loop simulations are used to evaluate
the system dynamics under scenarios of varying input force and by applying random
disturbances. Next, Section 3 designs the feedback control system that is realized in
the form of P, PI and PID controllers (tuned via the Ziegler–Nichols and Tyreus–Luyben
methodologies), in the form of an optimal PID controller tuned via a GA optimization
framework and in the form of a feedback internal model controller. The comparison of the
performance of all controllers is evaluated (Section 4) in different scenarios that include
set-point variations with or without the presence of road disturbances.

2. Mathematical Model of the Active Suspension System
2.1. 2nd and 1st (Reduced) Order Differential Equations

Figure 2 shows a typical active suspension system that consists of a passive spring,
a passive damper and an actuator. The actuator can be hydraulic, pneumatic or electro-
magnetic. Through this element, the controller can decide whether to add or dissipate
energy with the help of measurements (sensors that could provide road profile data). When
the mechanical spring, damper and actuator are connected, a hydraulic actuator can be
used and is able to control both the mass of the tire (Mus) and the vehicle mass or vehicle
body (Ms).
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The equations of motion can be written as follows (In the case of Fa = 0, the system
reduces to the open loop passive suspension with no control actions):

Ms
d2Zs

dt2 = Fa(t)− Ks(Zs(t)− Zus(t))− Cs(
dZs

dt
− dZus

dt
) (1)
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Mus
d2Zus

dt2 = −Fa(t) + Kus(Zo(t)− Zus(t)) + Ks(Zs(t)− Zus(t)) + Cs(
dZs

dt
− dZus

dt
) (2)

where Fa [N] is the control force from the hydraulic actuator, Ms [kg] is the sprung mass,
Mus [kg] is the unsprung mass, Zs [m] is the sprung mass position, Zus [m] is the unsprung
mass position, Zo [m] is the road surface anomaly, Ks [N/m] is the suspension spring
(stiffness), Kus [N/m] is the tire spring element and Cs [N·s/m] is the damping co-efficient
of the variable shock absorber.

Due to the fact that Equations (1) and (2) are second-order differential equations, auxil-
iary variables (x1, x2, x3, x4) can be used, so that the reduction process to differential equations
of a first-order magnitude can be carried out. Based on the above, there are four (4) state
variables (x1, x2, x3, x4) and one (1) output is defined as y = (x1 − x3) = (Zs − Zus):

x1 = Zs ⇒ dx1
dt = x2

x2 = dZs
dt

dx2
dt =

(
Fa
Ms

)
−
(

Ks
Ms

)
·x1 +

(
Ks
Ms

)
·x3 −

(
Cs
Ms

)
·x2 +

(
Cs
Ms

)
·x4

x3 = Zus
dx3
dt = x4

x4 = dZus
dt

dx4
dt = −

(
Fa

Mus

)
+
(

Kus
Mus

)
·Z0 −

(
Kus
Mus

)
·x3 +

(
Ks

Mus

)
·x1 −

(
Ks

Mus

)
·x3 +

(
Cs

Mus

)
·x2 −

(
Cs

Mus

)
·x4

⇒
y = (x1 − x3)

(3)

2.2. State-Space form Equations

From the above set of four (4) differential equations, the desired state-space form can
be formulated and used thereafter in the following form {x(t0) = x0 = 0}:

·
x(t) = A·x(t) + B·u(t) + E·d(t)
y(t) = C·x(t) + D·u(t)

(4)

The state-space model of matrices A, B, C, D, E can be realized:
dx1
dt

dx2
dt

dx3
dt

dx4
dt

 =


0 1 0 0
− Ks

Ms
− Cs

Ms
Ks
Ms

Cs
Ms

0 0 0 1
Ks

Mus
Cs

Mus
− (Ks+Kus)

Mus
− Cs

Mus

·


x1
x2
x3
x4

+


0
1

Ms
0
− 1

Mus

·Fa +


0
0
0

Kus
Mus

·Zo (5a)

y = [1 0 − 1 0]·


x1
x2
x3
x4

+ [0]·Fa (5b)

2.3. Mathematical Model in the Form of Transfer Functions

Based on the above, the transfer functions of the process (Gp) and of the disturbance
(Gd) can be derived from the following relationships:

Gp(s) =
Y(s)
U(s) =

Zs(s)−Zus(s)
Fa(s)

= C·(sI − A)−1·B + D

Gp(s) =
(Mus+Ms)·s2+Kus

(Ms ·s2+Cs ·s+Ks)·(Mus ·s2+Cs ·s+Ks+Kus)−(Cs ·s+Ks)2

(6a)

Gd(s) =
Y(s)
D(s) =

Zs(s)−Zus(s)
Zo(s)

= C·(sI − A)−1·E

Gd(s) =
−Kus ·Ms ·s2

(Ms ·s2+Cs ·s+Ks)·(Mus ·s2+Cs ·s+Ks+Kus)−(Cs ·s+Ks)2

(6b)



Processes 2023, 11, 2715 6 of 17

Y(s) = Gp(s)·U(s) + Gd(s)·D(s) (6c)

Before proceeding to the series of open loop simulations, the main parameters of the
active suspension need to be defined and are shown in Table 1.

Table 1. Active suspension system parameters.

System Parameters Values Units

Ms 243 kg
Mus 40 kg
Cs 370 N·s/m
Ks 14,671 N/m
Kus 124,660 N·s/m

Initial Conditions 0 at t = 0 s

2.4. Open Loop Simulations

Open loop simulations show the dynamic performance of the suspension system
when no control action is applied. Such simulations highlight the need for a proper control
design since oscillations, high overshoots and prolonged settling times are always reported.
Certainly, closed loop simulations are more important, but for a simplified approach that is
trying to force engineering students to delve into control systems, it is worth devoting a
few lines to the open loop performance of the suspension system.

Based on the mathematical model of Section 2 (in either form of the differential equa-
tions, state-space and Laplace domain), we performed the following simulation scenarios
regarding road disturbances (see also Figure 3a,b regarding scenarios C and D):

• (A) Constant force of Fa = 3500 N with no road disturbance Zo = 0 m.
• (B) Variable force with no road disturbance Zo = 0 m:

Fa = {0 N, for 0 < t < 5 s}
Fa = {3500 N, for 5 ≤ t ≤ 12 s}
Fa = {2000 N, for t > 12 s}

• (C) Constant force of Fa = 3500 N and variable (short time bump and hole) road
disturbance:

Zo = {0 m, for 0 < t < 20 s}
Zo = {0.04 m, for 20 ≤ t ≤ 40 s}
Zo = {0.02 m, for 40 < t < 60 s}
Zo = {−0.02 m, for 60 ≤ t ≤ 75 s}
Zo = {−0.05 m, for t > 75 s}

• (D) Constant force of Fa = 3500 N and random (continuous bump and hole) road
disturbance: Zo = {random variation for 0 < t < 100 s}

Figure 4a–d show the displacement deviation (with the output variable of our model
as y = x1 − x3 = Zs − Zus) under the four (4) different and arbitrarily selected scenarios A to
D. As can be seen in Figure 4a, by applying a constant force equal to 3500 N, the suspension
system oscillates for a short period of nearly 8–10 s and stabilizes at a new operation point
(0.24 m displacement with a peak overshoot of 0.4 m). Similarly, Figure 4b shows the effect
of applying a variable force of 0, 2000 and 3500 N. Initially, the system is at the desired
peaceful state (no oscillations). At t = 5 s, a 3500 N force is applied for a short period of time
(until the 12th second) and then a sudden force reduction at 2000 N is applied. In scenario
B, the steady-state displacement is reduced from 0.24 m to 0.135 m, with descending and
detrimental (for the vehicle and the passengers) oscillations. Proceeding to scenario C and
D in Figure 4c,d, the effects of short- and long-term bump and hole disturbances (under a
constant force of 3500 N) are observed, respectively. During the effect of the disturbance,
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the suspension system oscillates (the higher the disturbance→ the higher the oscillation
magnitude) and stabilizes at the displacement of 0.24 m in both scenarios. Clearly, scenario
D is a worst-case scenario, where it is seen that inside the vehicle, the passengers suffer
significantly from road anomalies.

1 
 

 
  

Figure 3. Bump and hole road disturbance (road anomaly) (a) short-term and (b) long-term. 

2 

 
  

Figure 4. Open loop simulations for scenarios A–D: displacement of the suspension system as
y = Zs − Zus (a) constant force without disturbance, (b) variable force without disturbance, (c) con-
stant force with short-term disturbance and (d) constant force with long-term disturbance.
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3. Feedback Control System Design

The open loop simulation scenarios presented above show that a control system is
needed if we want to provide ride comfort for the vehicle passengers. Its aim should be
quick disturbance rejection (e.g., from road anomalies) in a way that will not stress the
hydraulic actuator of the feedback controller. With this in mind, this section is devoted to
the investigation of the suitability of two types of controllers, (a) conventional P, PI and
PID controllers and (b) internal model control, IMC. Figure 5 shows the proposed feedback
control system. The transfer functions of each element involved, are shown afterwards in
Table 2.
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Table 2. Closed loop transfer functions (based on Table 1).

Transfer Function

Gp(s) 283·s2+124660
(243·s2+370·s+14671)·(40·s2+370·s+139331)−(370·s+14671)2

Gd(s) −30292380·s2

(243·s2+370·s+14671)·(40·s2+370·s+139331)−(370·s+14671)2

Gv(s) 1
10s+1

Gm(s) 1
30s+1

Gc(s) Equations (7) and (10)

3.1. PID Controller

The PID controller takes the following form:

PID Controller : Gc(s) = Kc·(1 +
1

τ I·s + τD·s) (7)

In order to apply and evaluate a feedback control system, the following steps are
implemented and discussed in detail afterwards (see also Figures 6 and 7 for the GA
framework):

• Step 1: Tuning of the different (P, PI and PID) controllers via the Ziegler–Nichols and
Tyreus–Luyben methods and a by using genetic algorithms (PID (OPT)).

• Step 2: Implementation of the selected type of controllers (either, P, PI or PID) and
fine tuning (only if necessary for the cases using Ziegler–Nichols and Tyreus–Luyben
tuning) and verification via realistic simulation scenarios.

• Step 3: Selection of the best type of controller to be compared with the IMC afterwards.

The methodologies of Ziegler–Nichols and Tyreus–Luyben tuning have some limita-
tions in terms of applications. Some of these refer to (a) the tuned parameters of a PID are
not optimal and require fine tuning prior to implementation, (b) the output of the controller
has its own limitations (e.g., a maximum force to be applied) and these limits cannot be
surpassed due to mechanical reasons and (c) PID control might end up with saturation
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issues that can only be solved through anti-wind-up techniques (it is beyond the scope of
this study to include their implementation).
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3.2. Optimal Tuning Via Genetic Algorithms

The evaluation of optimal PID controllers is also an interesting topic of research in the
literature. M. Kaldas et al. [34] estimated controller parameters by using a gradient-based
optimization routine with an objective function that includes both ride comfort and road
holding. The ride performance of the road preview control strategy was evaluated through
a stochastic road profile and the results highlighted the importance of the road preview
control strategy, which significantly improves ride performance. A similar approach was
recently published by G. Abbas et al. [35], who used a similar optimization pattern with
the integral squared error (ISE) as their objective function. In that particular study, a low
overshoot and fast settling times have been reported.

In this study, we selected the MATLAB optimization toolbox for the optimal PID tun-
ing [36]. Specifically, we selected the genetic algorithm (GA) to be our optimization solver
since it is an established method for both constrained and unconstrained problems. The
algorithm modifies a population of individual solutions. For each step, the GA randomly
selects individuals from the current population and uses them as parents to produce the
children for the next generation. Over successive generations, the population evolves and
the best point in the population approaches an optimal solution [36]. For our problem, the
optimal tuning was performed by seeking the optimal solution (equivalently the pairing of
the PID controller parameters Kc, τI and τD) that minimizes the performance criterion of
the squared error:

Jopt = min[
t∫

0

(Y(t)−Ysp(t))
2dt] (8)
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where Ysp(t) is the set-point in m and Y(t) is the Zs(t) − Zus(t) system output variable in m.
Table 3 shows the controller parameters (Kc gain, τI integral time and τD derivative

time) for steps 1 and 2. In the cases of Ziegler–Nichols and Tyreus–Luyben tuning, it was
observed that all controllers led to a very aggressive control action and we had to reduce
Kc by a factor of 100 and increase τI by a factor of 10 (as respective to the critical gain
and period that were found through root locus analysis at the values of Kcr = 1.9 × 107

and Pcr = 2.85 s). The implementation and comparison of the above controllers will be
compared and discussed in Section 4.

Table 3. Selection of controllers based on the Ziegler-Nichols (Z-N), Tyreus-Luyben (T-L) and optimal
(OPT) tuning method.

Controller Kc τI τD

P (Z-N) 98,500 - -
PI (Z-N) 88,650 23.79 -
PID (Z-N) 118,200 14.27 0.357
PI (T-L) 197,000 62.8 -
PID (T-L) 197,000 62.8 0.453
PID (OPT) 19,461 40 7.39

3.3. IMC Controller

The IMC controller can be easily designed based on the system’s Gp function (see
Table 2) via the following equation [37]:

GP(s) = G−p(s)·G+
p(s) (9)

where G−p(s) is the minimum phase and G+
p(s) is the non-minimum phase (which will

be equal to 1 in our case). In our case that we have the transfer functions of Gc and Gm, the
theory allows as to add them (unless it is mentioned otherwise).

The Gc(s) transfer function of the controller can be derived through the following
equation:

Gc(s) =
1

G−p(s)
· 1
(λ·s + 1)r − G+p(s)

(10)

where r is the difference between the order of the denominator and the order of the
nominator and λ is a time constant that can be defined from the user (we will use λ = 5 in
our case).

3.4. Controller Performance Criteria

In order to evaluate and screen the performance of the controllers, a series of controller
performance criteria have been used [37,38]:

Integral Squared Error (ISE) Integral time Squared Error (ITSE)

ISE =
∞∫
0

e2(t)dt ITSE =
∞∫
0

t·e2(t) dt

Integral Absolute Error (IAE) Integral Time Absolute Error (ITAE)

IAE =
∞∫
0
|e(t) | dt IATE =

∞∫
0

t·|e(t) | dt

4. Evaluation and Comparison of Feedback Controllers

Based on the analysis performed in the previous section, the evaluation of all feedback
controllers is to be compared under two road scenarios:

(a) Scenario 1: the displacement Zs − Zus is 0.05 m (set-point) and no disturbances are
applied.
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(b) Scenario 2: the displacement Zs − Zus is 0.05 m (set-point) and disturbances are
applied as shown in Figure 3b (with the difference that the time period will be
prolonged to 300 s).

4.1. Simulation Scenario 1: Set-Point Tracking under No Disturbances

Based on the above two scenarios, the P, PI and PID controllers that were tuned via
Z-N and T-L methods, and presented in Table 3, are compared in the following figures.
The force actuator represents the exit variable from the hydraulic actuator, U(s), shown
in Figure 5. Table 4 summarizes control parameters such as overshoot (%), peak time,
rise time, settling time and steady-state error for Scenario 1 (the IMC will be discussed in
Section 4.3).

Table 4. Performance criteria for the comparison of controllers during simulation scenario 1.

Overshoot,
%

Peak
Time, s

Rise Time,
s

Settling Time
(±5%), s

Steady-State
Error, m

P 198.6 9 1.8 -- 0.0062

PI (Z-N) 245.6 10 1.9 90.5 0

PI (T-L) 400 4 0.8 82.5 0

PID (Z-N) 340.4 9 1.3 118.5 0

PID (T-L) 370 6 0.3 59.5 0

PID (OPT) 59 0.5 0.3 4.5 0

IMC 74 16.5 8.5 46 0

As shown in Figure 8a, the P controller (red color) fails to reach the set-point of 0.05 m
and after 90–100 s reaches its steady state value at 0.0435 (featuring a persistent steady-state
error of 13%). On the other hand, both PI controllers reach the desired set-point at nearly
the same settling point of ~80–90 s after a few oscillations. The PI controller tuned via the
T-L method shows a more aggressive action since an overshoot of 0.2 m (~400%) occurs,
whereas the PI controller tuned via the Z-N method shows a lower, but still high, overshoot
of 0.1 m (~245%). Figure 8b shows the respective dynamic performance of the control
actuator for the three (3) controllers. As expected, PI tuned via the T-L method shows the
most aggressive action, and the P controller the least aggressive.

 

3 

 
  

Figure 8. Comparison of P and PI controllers during scenario 1: (a) displacement of the active
suspension system and (b) force actuator control action.
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Following the above analysis, Figure 9a shows the performance of the three (3) PID
controllers. As can be seen, the optimal PID controller shows an extremely superior
performance since the values of overshoot (59%) and settling time (<5 s) are extremely low.
On the other hand, the two PID controllers (Z-N and T-L) present a descending oscillation
that is more evident in the PID (Z-N) with a settling time of ~120 s as compared to the
lower settling time of the PID (T-L) at ~60 s. Meanwhile, both these controllers indicate a
significant overshoot of 0.17–0.18 m (~340–370%). Figure 9b supplements the analysis by
depicting the control actuator dynamics for the three PID controllers. As expected, the least
action is provided by the optimal PID and the highest by the PID (Z-N) and the PID (T-L).

Processes 2023, 11, x FOR PEER REVIEW 13 of 18 
 

 

  
(a) (b) 

Figure 9. Comparison of PID controllers during scenario 1: (a) displacement of the active suspen-
sion system and (b) force actuator control action. 

4.2. Simulation Scenario 2: Set-Point Tracking and Disturbance Rejection 
Following the previous analysis, this subsection presents the control simulation of 

scenario 2. Since we have both a constant set-point tracking and a simultaneous dis-
turbance rejection, we skipped the information regarding overshoot, peak time, rise time, 
etc., that are more or less similar to scenario 1 and shown in Table 4. As can be seen in 
Figure 10a, the P controller fails to reach set-point at 0.05 m, and after the effect of dis-
turbances (see Figure 3b for the road anomaly profiles) it reaches its steady state value at 
0.0435 (featuring a constant error of 13%). On the other hand, the other two PI controllers 
reach the desired set-point at nearly the same settling point after oscillating significantly 
during the disturbance emergence. The PI (T-L) controller shows more aggressive action 
in all time periods where a bump or hole is encountered, followed by a slightly more 
comfortable performance by the PI (Z-N). Figure 10b shows the respective dynamic per-
formances of the control actuator for the three (3) controllers and, as expected, the PI 
(T-L) shows the most aggressive action and the P controller the least aggressive. Overall, 
the controller performances are similar to the ones in scenario 1, and the spikes refer to 
the emerged road anomalies.  

Figure 11a shows the performance of the three (3) PID controllers. Similar to the 
previous case in scenario 1, the optimal PID controller shows an extremely superior 
performance as it exhibits the lowest oscillations (in magnitude and duration) among the 
three controllers. The two PID controllers (Z-N and T-L) present a more aggressive os-
cillation which is persistent over time. Among the two, the PID (T-L) shows a better per-
formance in terms of low peaks and settling times. Figure 11b depicts the control actuator 
dynamics for the three PID controllers. As expected, the least overall action is provided 
by the optimal PID and the highest by the PID (Z-N). It is worth mentioning that the op-
timal PID presents a very aggressive action during the imminent disturbance effect, and 
this needs to be taken into account during implementation. 

Figure 9. Comparison of PID controllers during scenario 1: (a) displacement of the active suspension
system and (b) force actuator control action.

4.2. Simulation Scenario 2: Set-Point Tracking and Disturbance Rejection

Following the previous analysis, this subsection presents the control simulation of
scenario 2. Since we have both a constant set-point tracking and a simultaneous disturbance
rejection, we skipped the information regarding overshoot, peak time, rise time, etc., that
are more or less similar to scenario 1 and shown in Table 4. As can be seen in Figure 10a,
the P controller fails to reach set-point at 0.05 m, and after the effect of disturbances (see
Figure 3b for the road anomaly profiles) it reaches its steady state value at 0.0435 (featuring a
constant error of 13%). On the other hand, the other two PI controllers reach the desired set-
point at nearly the same settling point after oscillating significantly during the disturbance
emergence. The PI (T-L) controller shows more aggressive action in all time periods where
a bump or hole is encountered, followed by a slightly more comfortable performance by
the PI (Z-N). Figure 10b shows the respective dynamic performances of the control actuator
for the three (3) controllers and, as expected, the PI (T-L) shows the most aggressive action
and the P controller the least aggressive. Overall, the controller performances are similar to
the ones in scenario 1, and the spikes refer to the emerged road anomalies.

Figure 11a shows the performance of the three (3) PID controllers. Similar to the
previous case in scenario 1, the optimal PID controller shows an extremely superior perfor-
mance as it exhibits the lowest oscillations (in magnitude and duration) among the three
controllers. The two PID controllers (Z-N and T-L) present a more aggressive oscillation
which is persistent over time. Among the two, the PID (T-L) shows a better performance in
terms of low peaks and settling times. Figure 11b depicts the control actuator dynamics for
the three PID controllers. As expected, the least overall action is provided by the optimal
PID and the highest by the PID (Z-N). It is worth mentioning that the optimal PID presents
a very aggressive action during the imminent disturbance effect, and this needs to be taken
into account during implementation.



Processes 2023, 11, 2715 13 of 17

 

4 

 
  

Figure 10. Comparison of P and PI controllers during scenario 2: (a) displacement of the active
suspension system and (b) force actuator control action. 
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Figure 11. Comparison of PID controllers during scenario 2: (a) displacement of the active suspension
system and (b) force actuator control action.

4.3. Simulation Scenarios 1 and 2: Comparison of IMC and Optimal PID Controllers

Based on the previous analyses in Sections 4.1 and 4.2, it was revealed that the optimal
PID is the best choice among all controllers. Hence, in this section, the IMC controller and
the optimal PID will be compared in the same scenario 1 and in a modified scenario 2 (here,
the disturbance shown in Figure 3b will be applied, not from t = 0, but from t = 100 s and
thereafter). Regarding scenario 1, as shown in Figure 12a and Table 4, the optimal PID
controller presents the lowest overshoot (59%) and settling time (4.5 s). The IMC presents
an overshoot of 74% (see also Table 4) that last for about 45–50 s (settling time), but in a
very smooth way. If we compare the control actions of both controllers in Figure 12b, we
observe the minimum effort provided by the IMC (nearly zero action). This result shows
that the actuator in the IMC controller design will face the least pressure during road riding
and this is considered an asset of this feedback controller.

Regarding the modified scenario 2 shown in Figure 13a, the optimal PID controller
presents the lowest overshoot and settling time during the disturbance emergence at
t = 100 s and afterwards. The IMC indicates a very smooth performance in the same time
period. If we compare the control actions of both controllers in Figure 13b, we can again
observe the minimum effort provided by the IMC (nearly zero action). This result shows
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that the actuator in the IMC controller design will face the least pressure during road riding
compared to the optimal PID. Clearly, this should be a concern during implementation,
since min/max hard constraints on the actuator could lead to a problematic control action.
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Figure 12. Comparison of optimal PID and IMC controllers during scenario 1: (a) displacement of
the active suspension system and (b) force actuator control action. 

7 

 

Figure 13. Comparison of optimal PID and IMC controllers during modified scenario 2: (a) displace-
ment of the active suspension system and (b) force actuator control action.

4.4. Performance Criteria and Critical Analysis

Tables 5 and 6 show the controller performance criteria (see Section 3.4) for both
scenarios and for all controllers. The green color represents the two lowest (best) values
(which are attributed to the optimal PID and IMC controllers. The optimally tuned PID
shows superior performance for scenario 1 that depicts set-point tracking. Similarly, Table 6,
which depicts the results of scenario 2 with the inclusion of disturbance rejection, shows
that the optimally tuned PID again shows an excellent performance. As can be inferred, the
PID controller tuned optimally via genetic algorithms (see Section 3.2 and Figure 7) can be
applied in a vehicle active suspension system, provided that the operating and mechanical
limits of the actuator can handle the performance as shown earlier (high force is required
during control). The latter is crucial, as any violation of the mechanical constraints will
lead to disruptive control actions. On the other hand, the IMC controller is also an excellent
choice as it exhibits (a) a smooth operation with low overshoot, (b) a peaceful settling to
the desired set-point and (c) the lowest effort from the force actuator.



Processes 2023, 11, 2715 15 of 17

Table 5. Performance control criteria for scenario 1.

Performance Criterion P PI (Z-N) PI (T-L) PID (Z-N) PID (Z-N) PID (OPT) IMC

ISE 0.239 0.406 0.716 0.780 0.592 0.004 0.065
IAE 6.721 5.692 6.532 8.911 5.550 0.138 2.126
ITSE 6.355 6.116 7.591 13.551 5.386 0.0012 0.916
ITAE 622.37 139.4 121.13 276.1 87.97 0.618 38.39

Table 6. Performance control criteria for scenario 2.

Performance Criterion P PI (Z-N) PI (T-L) PID (Z-N) PID (Z-N) PID (OPT) IMC

ISE 0.247 0.413 0.720 0.787 0.597 0.0167 0.079
IAE 6.899 5.802 6.633 8.879 5.693 0.967 2.431
ITSE 6.672 6.424 7.895 13.539 5.697 0.397 1.348
ITAE 631.44 147.79 130.12 274.39 99.77 31.01 56.5

To conclude the analysis, it worth highlighting that the presented material is suited to
educational courses such as “Fundamentals/Introduction in Control Theory” and includes
the following parts that could be taught in a step-by-step process: (a) mathematical mod-
eling of mechanical systems, (b) linear models and transfer functions, (c) PID tuning via
conventional and optimization methods, (d) model-based control, (e) performance criteria
and (f) evaluation in realistic scenarios.

5. Conclusions

The core aim of this study was the establishment of a feedback control system for
an active suspension system. The open loop simulations revealed that the presence of
disturbances induces high overshoots and continuous oscillations that are persistent in time.
With this indication in mind, the need for a control system design was verified. Next, the
evaluation and comparison of three sets of feedback controllers took place: (a) P, PI and PID
tuned controllers via the Ziegler–Nichols and Tyreus–Luyben methods, (b) an optimally
tuned PID controller via genetic algorithms and (c) an internal model controller. Through a
set of simulation scenarios that involved set-point tracking with and without the effect of
bumps and holes (road disturbances), it was shown that the optimally tuned PID and IMC
controllers exhibit a superior performance in terms of ride comfort and minimum control
actions. Among the two, the IMC controller exhibited the lowest (overall) action from the
actuator, whereas the optimal PID controller presented the best results for the performance
criteria of errors, peak overshoots and settling and rise times, but with extreme mechanical
effort from the actuator elements.

Future studies regarding the effective control of active suspension systems should
involve the application of advanced methodologies such as model predictive control. This
way, the optimal action from the actuator could be applied in order to sustain a predefined
trajectory despite emerged disturbances. Furthermore, the application of the most crucial
research findings could be implemented using lab hardware equipment, which could
involve a similar mechanical structure accompanied by automation utilities.
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Nomenclature

A, B, C, D, E State-space matrices
Cs the damping co-efficient of the variable shock absorber, N·s/m
E the error to the controller
Fa the control force from the hydraulic actuator, N
Gc, Gp, Gv, Gm, Gd transfer functions denoting controller (c), process (p), actuator (v), sensor (m),

disturbance (d)
Kc controller gain
Ks the suspension spring (stiffness), N/m
Kus the tire spring element, N/m
Ms the sprung mass, kg
Mus the unsprung mass, kg
t time, s
tI controller integral time, s
tD controller derivative time, s
P output variable from the controller to the actuator
U output variable from the actuator to the active suspension system
x1, x2, x3, x4 auxiliary variables used in model reduction
Ysp(t), Y(t) set-point and system output variable, respectively, m
Ym ouput variable from the measurement element
Zs the sprung mass position, m
Zus the unsprung mass position, m
Zo the road surface (anomaly), m
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