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Abstract: Fractures play a crucial role as fluid conduits and reservoir spaces in reservoirs. The
distribution and characteristics of fractures determine the presence of high-quality reservoirs. To
accurately analyze and observe fracture parameters, three-dimensional (3-D) digital cores generated
from computed tomography (CT) are utilized. However, the current process of extracting fracture
properties from these digital cores is time-consuming and labor-intensive. This paper introduces a
new, fast, and automatic workflow for extracting the apparent dip angle and direction of fractures
from 3-D digital core images. The proposed workflow involves several steps. Firstly, two perpendic-
ular cross-sections are obtained from the digital core and converted into binary images. Next, the
coordinates of four fracture feature points within the core image are automatically extracted. The
fracture plane is then fitted using the least squares method based on the extracted coordinates. Finally,
the apparent dip angle and direction of the fracture are calculated using the plane’s normal vector.
By comparing and analyzing the proposed workflow with the original method, it becomes evident
that the method proposed in this paper allows for quick, automated, and accurate extraction of the
apparent dip angle and direction of fractures. The application of this workflow to extract fracture
attitudes in 3-D micro-CT and full-hole digital core images significantly enhances efficiency.

Keywords: fracture apparent attitude; dip angle; dip direction; digital core images; least squares

1. Introduction

Fractures are present in both conventional and unconventional reservoirs, occurring
at various scales. Accurately identifying fractures is essential for enhancing reservoir fluid
migration characteristics and increasing productivity. Therefore, studying the development
of reservoir fractures is of great significance [1–5]. Numerous researchers worldwide have
made considerable efforts in fracture research [6–9], but most studies have focused on
qualitative analysis [10–14]. Although some scholars have used quantitative methods to
study fractures, the number of such studies is limited. Therefore, it is crucial to quickly and
effectively identify fracture development characteristics and quantitatively characterize
reservoir fractures.

Previous studies primarily utilized a combination of core samples, thin sections, and
the Formation Micro-Imager (FMI) log data to analyze fracture characteristics. These stud-
ies quantitatively described fracture parameters in the study area and predicted fractures
using numerical simulation techniques [15–20]. However, thorough research of the liter-
ature has revealed several limitations associated with these methods. These limitations
include weathering and denudation of the outcrop, susceptibility to structure and lithology
influences, operator subjectivity, and time-consuming processes [21–25].
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Given the widespread use of computer scanning imaging technology in the oil and
gas field, there is a growing interest among scholars in evaluating fracture characteris-
tics using digital core technology. Various imaging techniques have been employed to
quantify microstructure, with commonly used physical experimental techniques includ-
ing two-dimensional (2-D) and three-dimensional (3-D) imaging methods [26,27]. The
scanning electron microscope (SEM) [28] is the most commonly used 2-D imaging tech-
nique, capable of detecting ranges from hundreds of microns to hundreds of nanometers.
The transmission electron microscope (TEM) [29] offers even higher resolution, reaching
several nanometers. Additionally, atomic force microscopy (AFM) has gradually found
applications in the analysis of reservoir microstructure [30]. Digital core data can accurately
identify microscopic pore structures, minerals, pore distribution, and other parameters
through image processing. In comparison, 3-D imaging techniques are the most direct and
accurate methods for establishing the microstructure of samples. These techniques include
micro- and nano-X-ray computed tomography (CT) [31–35], focused ion beam scanning
electron microscopy (FIB-SEM) [36], and helium ion microscopy (HIM) [37]. Among them,
micro-CT is more widely used. After reconstructing the microstructure in 3-D, image
processing technology is employed to extract the pore space distribution based on different
gray values of pores and rock matrix, and pore parameters are subsequently calculated.

More experimental work is required to gain a comprehensive understanding of fracture
characteristics and to quantitatively analyze fracture parameters. Li et al. (2020) examined
the nanoscale pore distribution and mechanical properties of coal using SEM and AFM.
They quantitatively analyzed the distribution of pore structure, surface roughness, and
mechanical properties of coal reservoirs [38]. Liu et al. (2022) conducted a review on the
characterization of coal microstructure based on CT imaging to evaluate the macroscopic
properties of coal. They discussed the application of the CT method in assessing the
evolution of microstructure and macroscopic properties during gas adsorption, temperature
changes, and damage deformation [39]. Wang et al. (2023) conducted uniaxial compression
tests on coal samples. They obtained fracture dig angles and other parameters through CT
observations and utilized these data for numerical simulation to further examine fracture
extension characteristics and related mechanisms [40].

A number of different methods have been proposed for the quantitative evaluation
of fractures. Li et al. (2018) utilized CT data from samples and implemented various
mathematical algorithms, such as the maximum entropy method, the central axis method,
and the node identification algorithm, in MATLAB. They established a complex and efficient
process for CT image processing and construction of a three-dimensional pore network
model. From this model, they calculated parameters such as 3-D pore equivalent diameter,
aspect ratio, porosity, and dip angle. The apparent dip angle of the fracture was determined
by selecting the coordinate point where the fracture is located and obtaining a fitting line.
The angle between the fitting line and the line projected on the horizontal plane represents
the dip angle of the fracture [41]. Building upon this method, Li et al. (2019) utilized X-CT
sample data and employed a new image processing method, including image filtering
and segmentation, to extract the skeleton model of the 3-D pore network and calculate the
fracture dip angle [42]. Alternatively, Yang et al. (2021) defined the deviation angle as the
angle between the normal vector of the fracture surface and the direction of the maximum
principal stress [43].

Although numerous techniques have been studied for fracture characterization, most
of these studies utilize indirect or manual methods. Therefore, there is a need for automatic
and efficient methods to extract fracture characteristics.

In this paper, we have developed a workflow based on the least squares method to
efficiently and automatically estimate the apparent dip angle and direction of fractures.
Our approach involves extracting the fracture coordinates using the minimum external
rectangle algorithm and then fitting the fracture plane using the least squares method
to determine the apparent dip angle and direction. To validate the effectiveness of our
proposed workflow, we compared and analyzed it with the original workflow, using
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fracture model data with known angles and micro-CT and full-hole digital cores with
irregular fractures. Our results demonstrate that the proposed method allows for the quick
and automatic extraction of fracture apparent dip angles and directions.

2. Methodology
2.1. The Original Workflow

The original workflow includes data pre-processing and parameter extraction, which
were referenced from a commercial software. As depicted in Figure 1, the data pre-
processing involves data trimming, filtering, and segmentation to address artifacts and
noise present in the X-ray CT reconstructed data. Following the pre-processing stage, the
fracture space distribution is obtained, and, subsequently, the fracture apparent dip angle
and direction are calculated.
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2.1.1. Data Pre-Processing in the Original Workflow

After applying X-rays to the samples, CT images of the samples can be obtained
(Figure 2a). However, issues such as tilting and fuzzy edges may arise, necessitating the
cropping of the samples for easier subsequent processing (Figure 2b). The CT data are prone
to artifacts, noise, and other interference factors caused by the scanning X-ray. To mitigate
the influence of these factors, it is essential to filter the data before conducting threshold
segmentation. Fractures typically have lower grayscale values compared to the matrix or
other components in the CT images. As illustrated in Figure 2b, the lower grayscale regions
correspond to fractures. Hence, threshold segmentation can be employed to differentiate
fractures from other components. In some cases, additional methods, like the top-hat
algorithm or watershed segmentation, may be required to process regions with minimal
grayscale changes. Through threshold segmentation, all pixels belonging to fractures are
categorized together, while the matrix or minerals are grouped separately. In Figure 2c, the
blue regions represent fractures, while the remaining areas represent the matrix.
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Figure 2. The original workflow data pre-processing. (a) The original 3-D digital core image of the
sample 4. (b) The cropped 3-D digital core image. (c) The segmented 3-D digital core image.

2.1.2. Extraction Method in the Original Workflow: Moments of Inertia Method

After the pre-processing, the fracture dip angle and direction can be obtained using
the moments of inertia method (MIM). The MIM method is commonly used to calculate
the global characteristics of a given shape. The main step in the MIM for extracting the
apparent dip angle is to compute the first-order moments and second-order moments of
the fracture surface. The first-order moments determine the centroid or center of mass. In
the discrete case, the first-order moments are defined as follows:

M1x =
1

A(X)∑X
xi, M1y =

1
A(X)∑X

yj and M1z =
1

A(X)∑X
zk (1)

where A(X) is the area and (xi, yj, zk) is a point in the object.
The second-order moments are defined in the discrete case as:

M2x =
1

A(X)

∫
X
(x−M1x)

2 dx dy dz, (2)

M2y =
1

A(X)

∫
X

(
y−M1y

)2 dx dy dz, (3)

M2z =
1

A(X)

∫
X
(z−M1z)

2 dx dy dz, (4)

M2xy =
1

A(X)

∫
X
(x−M1x)

(
y−M1y

)
dx dy dz, (5)

M2xz =
1

A(X)

∫
X
(x−M1x)(z−M1z) dx dy dz, (6)

M2yz =
1

A(X)

∫
X

(
y−M1y

)
(z−M1z) dx dy dz, (7)
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The fracture’s normal vector points to the direction of its major inertia axis. It is
determined by finding the eigenvector corresponding to the largest eigenvalue of the
inertia matrix:

M =

 M2x M2xy M2xz
M2xy M2y M2yz
M2xz M2yz M2z

, (8)

The definition of the apparent dip angle of the fracture is the angle, ϕ, between the
fracture’s normal vector, v, and the coordinate Z-axis, and the apparent dip direction is the
angle, θ, between the projection of v (vector v’) on plane XY and the X-axis (Figure 3). The
dip angle, ϕ, ranges from 0◦ to 90◦, and the dip direction, θ, ranges from 0◦ to 360◦.
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2.2. The New Workflow

A new comprehensive workflow for extracting the dip angle and direction of fractures
has been established in this study. Figure 4 illustrates the flowchart consisting of two main
parts: data pre-processing and parameter extraction. When comparing our workflow to the
original one, the pre-processing section of this workflow is simpler and more automated.
To extract the fracture parameters using the method described in this paper, the first step is
to obtain two orthogonal 2-D images of the core. Next, the coordinates of all the fractures in
the 2-D images are automatically extracted. Finally, the least squares method is utilized to
obtain the fitted fracture plane and extract the fracture’s apparent dip angle and direction.
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2.2.1. Data Pre-Processing in the New Workflow

In the new workflow, in order to obtain a more accurate fitting plane for the fractures,
several steps are undertaken. Firstly, two non-parallel planes are selected to extract the
coordinates of the fracture feature points. Due to the lack of actual data, the orthogonal
planes XZ and YZ in the 3-D data are chosen. Next, the orthogonal 2-D images are subjected
to separate image binarization processing. Additionally, the automatic picking of fracture
coordinates is crucial in our method. This is accomplished by traversing each connected
domain, and all the fracture coordinates are automatically extracted using the minimum
external rectangle algorithm. The algorithm flow is as follows:

1. Firstly, the binary image is analyzed for connected domains, specifically identifying
the fracture region;

2. Then, the minimum external rectangle of each connected domain is extracted. As
shown in Figure 5, the coordinates of the upper left corner of the external rectangle,
as well as the length and width of the rectangle, are recorded. The points A and E
represent the upper left corners of the minimum external rectangles, with coordinates
( xA, yA) and (xE, yE), respectively. The variables a and c represent the width of each
rectangle, while b and d represent the length;

3. Finally, the tilt direction of the connected domain is determined. If it is sloping
downward, the coordinates for point A are (xA, yA), and the coordinates for point B
are (xA + b, yA − a) (as shown in Figure 5a). If it is sloping upward, the coordinates
for point C are (xE, yE − c), and the coordinates for point D are (xE + d, yE) (as shown
in Figure 5b).
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2.2.2. Extraction Method in the New Workflow: Least Squares Method

After extracting the coordinates of the fracture feature points, the fracture plane is
fitted using the least squares method. The fracture coordinates are used as inputs for this
fitting. The angle between the normal vector of the plane and the positive direction of
the Z-axis represents the apparent dip angle of the fracture, and the angle between the
projection of the normal vector on plane XY and the X-axis represents the apparent dip
direction of the fracture. In Figure 6, the blue rectangles represent orthogonal 2-D planes.
The inclined rectangle P represents the actual fracture plane. The four black dots represent
the feature points of the fracture in the orthogonal plane. The letter v denotes the plane’s
normal vector, and ϕ represents the apparent fracture dip angle. The letter v’ denotes
the projection vector of the plane’s normal vector, and θ represents the apparent fracture
dip direction.
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Let the equation of the plane be:

Ax + By + Cz + D = 0(C 6= 0), (9)

z = −A
C

x− B
C

y− D
C

, (10)

a0 = −A
C

, a1 = − B
C

, a2 = −D
C

, (11)

z = a0x + a1y + a2, (12)

For a series of n points (n ≥ 3): (xi, yi, zi), i = 0, 1, . . . , n− 1.
The n points are used to fit the plane equation, and S = ∑n−1

i=0 (a0x + a1y + a2 − z)2

must be minimized. To minimize S, ∂S
∂ak

= 0, k = 0, 1, 2.

So, it is equal to this: ∑ 2(a0xi + a1yi + a2 − zi)xi = 0
∑ 2(a0xi + a1yi + a2 − zi)yi = 0.

∑ 2(a0xi + a1yi + a2 − zi) = 0
(13)

Rewrite to matrix form, then:∑ xi
2 ∑ xiyi ∑ xi

∑ xiyi ∑ yi
2 ∑ yi

∑ xi ∑ yi n

a0
a1
a2

 =

∑ xizi
∑ yizi
∑ zi

, (14)

The parameters a0, a1, a2 can be obtained by solving Equation (14), and the plane
equation can be obtained by substituting them into Equation (12).

According to the plane equation, the plane normal vector, v = [−a0−a11], then the
equation of the apparent dip angle, dip, is:

dip = cos−1 1√
(−a0)

2 + (−a1)
2 + 12

, (15)

And the equation of the apparent dip direction, dir, is:

dir =


tan−1 −a1

−a0
, when −a0 ≥ 0, −a1 ≥ 0

2π+ tan−1−a1
−a0

, when −a0 ≥ 0,−a1 < 0
π+ tan−1−a1

−a0
, when −a0 < 0

.
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To verify the effectiveness of this method, two plate fracture models, model 1
and model 2, were established (Figures 7a and 8a). These models have dimensions of
200 × 200 × 200 and have dip angles of 30◦ and 55◦, respectively. And the dip directions of
both models are 0◦. For both model 1 and model 2, slices at plane XZ and YZ (specifically,
slice 100) were selected, and the coordinates at the edges of the fractures were extracted
(Figures 7b and 8b). In these figures, the blue region represents the fracture, and the red
rectangles represent the XZ and YZ planes. The red circles indicate the coordinates of the
feature points of fractures. Figure 7c shows the 3-D shape diagram of model 1’s fracture,
fitted using the proposed method. The blue plane represents the fitted fracture, while the
orange points represent the locations of the extracted fracture feature points. The apparent
dip angle of model 1’s fracture was determined to be 29.81◦, and the apparent dip direction
is extremely close to 0◦. Figure 8b depicts the specific extraction positions of the fracture
coordinate points in the 100th slice of the XZ and YZ planes of model 2. Figure 8c illustrates
the 3-D shape diagram of model 2’s fracture, fitted using the least squares method. The
apparent dip angle of model 2’s fracture was found to be 55.07◦, and the apparent dip
direction is extremely close to 0◦. The absolute errors for these two models’ dip angles were
calculated to be 0.19 and 0.07, while the relative errors were determined to be 0.64% and
0.12%, respectively. This result shows that when the fractures are relatively smooth, the
error in extracting the fracture dip angle and direction using this method is negligible. The
application of this method to both model 1 and model 2 demonstrates its efficacy in smooth
fractures. In the subsequent section, this workflow will be applied to practical field data.
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3. Application in Field Data and Results

To verify the reliability and practicality of this workflow, we conducted comparison
experiments using micro-CT and full-hole digital core samples. In these experiments, we
utilized the MIM method and the least squares method, respectively.

3.1. Practical Data

In this paper, we selected one micro-CT sample and six full-hole digital core samples
for fracture analysis. Sample 1 consists of micro-CT data with irregular fractures, while
samples 2–7 comprise CT data of the 3-D full-hole digital core. Please refer to Table 1
for more detailed information about all the samples. Additionally, Figure 9 displays the
micro-CT digital core image of sample 1, while Figure 10a–f depict the original 3-D full-hole
digital core images of samples 2–7.

Table 1. Application data.

Sample Voxel Size Resolution

1 800 × 800 × 800 19.96 µm
2 140 × 140 × 1110 0.468 mm
3 130 × 130 × 1720 0.468 mm
4 140 × 140 × 1500 0.468 mm
5 140 × 140 × 1710 0.468 mm
6 140 × 140 × 1670 0.468 mm
7 140 × 140 × 1380 0.468 mm
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the original method for extracting the apparent fracture dip angle and direction. In ac-
cordance with the methodology, we utilized the original workflow to extract the fracture 

Figure 10. Application data. (a) The 3-D image of sample 2. (b) The 3-D image of sample 3.
(c) The 3-D image of sample 4. (d) The 3-D image of sample 5. (e) The 3-D image of sample 6. (f) The
3-D image of sample 7.

3.2. Results
3.2.1. Micro-Fracture in Micro-CT Sample

Firstly, the fracture morphology of sample 1 was extracted using the original method
(Figure 11a). The apparent dip angle of the fracture was calculated as 65.28◦ using MIM,
and the apparent dip direction of the fracture was calculated as 37.11◦. Subsequently,
frame 400 on the XZ and YZ planes of the sample was selected to extract the feature point
coordinates of fracture (Figure 11b). When dealing with irregular fractures, two ideas were
considered for selecting the feature points: (1) selecting a feature point closer to the edge
based on the connectivity domain, or (2) using the medial-axis transformation or refinement
algorithm to extract the skeleton of the fractures and then extracting the feature points of
the skeleton. With the new workflow, which used the least squares method, a fitted 3-D
fracture morphology was obtained with the dip angle of 64.87◦ and dip direction of 35.73◦

for sample 1 (Figure 11c).
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of sample 1. (a) The fracture morphology. (b) Fracture coordinate extraction. (c) The fitted 3-D
morphology of fractures.

3.2.2. Macro-Fractures in Full-Hole Digital Cores

We conducted a comparative analysis of the accuracy between the new method and the
original method for extracting the apparent fracture dip angle and direction. In accordance
with the methodology, we utilized the original workflow to extract the fracture dip angle
and direction. However, due to some of the core being reconstructed after imaging scanning,
the resulting 3-D digital data became distorted (see Figure 10b), requiring adjustments
for further analysis. The extraction of fracture space distribution characteristics was then
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necessary. In this study, we consistently employed the threshold segmentation method,
which is commonly used. This method is based on grayscale values; however, the grayscale
values of fractures and edges are quite similar. Therefore, the initial step involved cropping
out redundant parts of the data (see Figure 12a). Subsequently, we obtained the fracture
space distribution through threshold segmentation, as shown in Figure 12b, where the blue
region indicates fractures. Finally, we calculated the dip angle and direction using the MIM
(see Table 2).

Processes 2023, 11, x FOR PEER REVIEW 11 of 17 
 

 

dip angle and direction. However, due to some of the core being reconstructed after im-
aging scanning, the resulting 3-D digital data became distorted (see Figure 10b), requiring 
adjustments for further analysis. The extraction of fracture space distribution characteris-
tics was then necessary. In this study, we consistently employed the threshold segmenta-
tion method, which is commonly used. This method is based on grayscale values; how-
ever, the grayscale values of fractures and edges are quite similar. Therefore, the initial 
step involved cropping out redundant parts of the data (see Figure 12a). Subsequently, we 
obtained the fracture space distribution through threshold segmentation, as shown in Fig-
ure 12b, where the blue region indicates fractures. Finally, we calculated the dip angle and 
direction using the MIM (see Table 2). 

  
(a) (b) 

Figure 12. Process of extracting fracture apparent dip angle and direction from CT data of full-hole 
digital core based on the original workflow. (a) The 3-D image of the trimmed sample 2. (b) The 3-
D fracture morphology image of sample 2. 

Table 2. Application results. 

Sam-
ple 

Frac-
ture 

Dip Angle 
1(°) 

Dip Angle 
2(°) 

Absolute 
Error 

Relative Er-
ror 

Dip Direction 
1(°) 

Dip Direction 
2(°) 

Absolute Er-
ror 2 

Relative Er-
ror 2 

1 1 65.28  64.14  1.14  1.74% 37.11  35.73  1.38  3.71% 

2 

1 1.16  1.30  0.15  12.55% 266.95  121.06  145.88  54.65% 
2 13.41  13.76  0.35  2.58% 140.68  155.77  −15.09  −10.73% 
3 0.69  0.84  0.14  20.81% 131.01  90.81  40.20  30.69% 
4 4.05  4.24  0.19  4.67% 151.87  150.95  0.93  0.61% 
5 4.09  4.12  0.03  0.64% 139.27  143.12  −3.85  −2.77% 
6 4.45  3.32  1.13  25.41% 116.70  119.73  −3.04  −2.60% 
7 4.32  3.52  0.80  18.59% 109.31  110.51  −1.21  −1.10% 
8 6.00  4.60  1.40  23.33% 76.89  79.72  −2.83  −3.68% 

3 

1 1.02  1.58  0.57  55.81% 353.27  303.74  49.54  14.02% 
2 1.92  1.58  0.35  18.00% 181.02  146.23  34.79  19.22% 
3 4.27  4.97  0.70  16.33% 180.56  164.80  15.76  8.73% 
4 19.33  17.18  2.15  11.13% 195.77  200.21  −4.44  −2.27% 

4 1 11.92  10.10  1.82  15.30% 303.36  328.21  −24.86  −8.19% 

5 
1 3.64  3.22  0.42  11.52% 130.64  129.81  0.83  0.64% 
2 3.65  2.98  0.67  18.39% 148.98  146.26  2.71  1.82% 
3 3.33  2.11  1.22  36.75% 41.57  11.12  30.45  73.24% 

Figure 12. Process of extracting fracture apparent dip angle and direction from CT data of full-hole
digital core based on the original workflow. (a) The 3-D image of the trimmed sample 2. (b) The 3-D
fracture morphology image of sample 2.

Table 2. Application results.

Sample Fracture Dip Angle
1 (◦)

Dip Angle
2 (◦)

Absolute
Error

Relative
Error

Dip Direction
1 (◦)

Dip Direction
2 (◦)

Absolute
Error 2

Relative
Error 2

1 1 65.28 64.14 1.14 1.74% 37.11 35.73 1.38 3.71%

2

1 1.16 1.30 0.15 12.55% 266.95 121.06 145.88 54.65%
2 13.41 13.76 0.35 2.58% 140.68 155.77 −15.09 −10.73%
3 0.69 0.84 0.14 20.81% 131.01 90.81 40.20 30.69%
4 4.05 4.24 0.19 4.67% 151.87 150.95 0.93 0.61%
5 4.09 4.12 0.03 0.64% 139.27 143.12 −3.85 −2.77%
6 4.45 3.32 1.13 25.41% 116.70 119.73 −3.04 −2.60%
7 4.32 3.52 0.80 18.59% 109.31 110.51 −1.21 −1.10%
8 6.00 4.60 1.40 23.33% 76.89 79.72 −2.83 −3.68%

3

1 1.02 1.58 0.57 55.81% 353.27 303.74 49.54 14.02%
2 1.92 1.58 0.35 18.00% 181.02 146.23 34.79 19.22%
3 4.27 4.97 0.70 16.33% 180.56 164.80 15.76 8.73%
4 19.33 17.18 2.15 11.13% 195.77 200.21 −4.44 −2.27%

4 1 11.92 10.10 1.82 15.30% 303.36 328.21 −24.86 −8.19%

5

1 3.64 3.22 0.42 11.52% 130.64 129.81 0.83 0.64%
2 3.65 2.98 0.67 18.39% 148.98 146.26 2.71 1.82%
3 3.33 2.11 1.22 36.75% 41.57 11.12 30.45 73.24%
4 3.64 4.69 1.06 29.07% 92.63 74.83 17.80 19.22%

6

1 3.05 2.99 0.06 1.97% 14.57 16.12 −1.55 −10.67%
2 3.27 3.00 0.27 8.26% 106.07 105.96 0.10 0.10%
3 4.77 5.34 0.57 12.01% 97.69 90.01 7.68 7.86%
4 0.89 0.41 0.48 54.11% 103.57 180.63 −77.06 −74.40%
5 3.89 3.91 0.02 0.39% 108.14 108.46 −0.32 −0.30%

7
1 3.77 1.66 2.12 56.08% 252.82 270.31 −17.49 −6.92%
2 2.76 2.09 0.67 24.21% 107.73 78.40 29.33 27.22%
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To minimize errors and ensure accuracy, the new workflow requires the selection of
XZ and YZ planes of cropped core data for extracting fracture feature point coordinates.
Firstly, the CT image undergoes pre-processing, resulting in effective orthogonal section 2-D
images, as shown in Figure 13a. Each fracture, represented as fractures 1–4, can be observed
from top to bottom. Next, the 2-D orthogonal core image undergoes image binarization,
as depicted in Figure 13c,d. Following this, the fracture feature point coordinates are
automatically extracted using the minimum external algorithm. Lastly, the proposed
method is employed to fit the 3-D shape of the fracture and extract the apparent dip angle
and direction. Figure 13e–h present the fitted planes of fractures 1–4, respectively.
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Figure 13. Process of extracting fracture apparent dip angle and direction from CT data of full-hole
digital cores based on the new workflow. (a) The original slice image of XZ. (b) The original slice
image of YZ. (c) The binarization slice image of XZ. (d) The binarization slice image of YZ. (e) The
fitted 3-D morphology of fracture 1. (f) The fitted 3-D morphology of fracture 2. (g) The fitted 3-D
morphology of fracture 3. (h) The fitted 3-D morphology of fracture 4.
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We processed seven sets of data using both the original workflow and the new
workflow. The results are presented in Table 2, where, for both dip angle and dip di-
rection, 1 and 2 refer to the results calculated using the original workflow and the new
workflow, respectively.

4. Discussion

For the study of practical fractures, we selected one micro-CT digital core and six 3-D
full-hole digital cores. We applied the MIM and the least squares method to extract the
fracture dip angle and direction, allowing for a comparative analysis. Figure 14 shows the
comparison between the results of the original method and the new method. In Figure 14,
the color of the dots reflects the dip angles, and the horizontal and the vertical axis represent
the results calculated using the MIM and the least squares method, respectively. The
comparison of dip angles is presented in Figure 14a. Throughout all of the specimens, the
calculated dip angles fall within a range of 3◦ of error. Furthermore, the largest absolute
error value among these fractures, as indicated in Table 2, is 2.15◦. The average absolute
error and relative error are 0.69 and 17.79%, respectively. In Figure 14b, the results analysis
of the dip directions is presented. Throughout all of the specimens, when the fracture dip
angle is less than 5◦, the error in the calculated value of the dip direction will be larger,
such as fracture 1 of sample 2, for which the absolute error is 145.88◦ while the dip angle 1
is 1.16◦, and fracture 4 of sample 6, for which the absolute error is −77.06◦ while the dip
angle 1 is 0.89◦. This is because when the dip angle is small, which means that the fracture
is almost horizontal, the dip direction can change easily when the dip angle changes a little.
But for the near-horizontal fractures, the dip direction is not important. They are always
considered as horizontal fractures. These comparison results demonstrate the accuracy
of the method proposed in this paper for extracting the apparent attitude of fractures in
practical cases.
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Figure 14. Comparison of the dip angle and direction calculation results using different methods.
(a) Dip angles. (b) Dip directions. The scale bar represents the dip angle.

The original workflow, using the MIM, is capable of accurately determining the dip
angle and direction for fractures in 3-D core data. However, it necessitates processing
the entire 3-D digital core data. This process involves several challenges. Firstly, the CT
images often contain artifacts, noise, and other sources of interference, which necessitates
cropping the data prior to subsequent processing. Secondly, achieving accurate threshold
segmentation for the entire 3-D data is difficult, and inaccuracies in this step can impact
the precision of the parameter extraction results. Lastly, the MIM method for extracting
fracture parameters requires skilled researchers to manually carry out each step of the
procedure [44,45]. Consequently, the original workflow encounters issues related to high
memory consumption, complex processing procedures, and slow processing speeds. In
contrast, the new workflow only requires the extraction of fracture location information
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from 2-D image slices, eliminating the need for cropping and threshold segmentation of the
entire 3-D data. Consequently, the new workflow significantly improves efficiency while
maintaining an acceptable accuracy of parameter extraction.

Although we have developed a new, efficient workflow for extracting fracture dip
angles and directions from full-hole digital cores, there are limitations associated with
solely relying on core data for information extraction. Once cores are removed from the
wellbore, the true location and orientation information is lost. Consequently, the dip
angles and directions we obtain are only apparent angles and directions and do not reflect
the original attitudes of the fractures. To address this issue, the most effective approach
is to combine the data from core analysis with micro-resistivity imaging logging data,
which are commonly used to calculate fracture attitudes (dip angle and dip direction).
By utilizing imaging logging tools, we can obtain a resistivity map of the wellbore wall.
Plate fractures in this map manifest as sinusoidal curves in the image logs. With fracture
extraction and borehole deviation correction, we can derive the true orientations of the
fractures. By carefully comparing the fractures observed in the cores and the imaging
logging maps, we can spatially reconstruct the cores [46,47]. Micro-resistivity imaging
logging enables us to determine the true attitudes and morphology of the fractures on the
wellbore wall. However, it does not allow for direct visualization of the fracture faces, and
sometimes it can be challenging to identify fractures due to the influence of bedding planes.
Additionally, distinguishing an open fracture from a shale-filled fracture based solely on
the imaging logs can be difficult. In contrast, digital core techniques enable us to directly
identify open fractures, examine the morphology of the fracture faces, and obtain spatial
distributions of the fractures. By combining these two methods, we can achieve a more
accurate characterization of fractures.

Moreover, further research should be conducted to address the challenges associated
with irregular fractures. This research would enhance the accuracy of calculating frac-
ture dip angles and directions for fractures with diverse morphologies and increase the
applicability of the method.

5. Conclusions

In this paper, we propose a novel and efficient automatic workflow for extracting the
apparent dip angle and direction of fractures in 3-D digital core images using the least
squares method. The workflow consists of several steps. Firstly, we extract the coordinates
of fractures feature points from the edges of two orthogonal planes, namely, the XZ and YZ
surfaces. Next, we automatically extract all the fracture coordinates within the core image.
Then, we fit a plane to the fractures using the least squares method. Finally, we determine
the apparent dip angle and direction of the fracture by calculating the angle between the
normal vector of the fitting plane and the positive direction of the Z-axis and obtain the
fractures’ apparent dip direction by calculating the angle between the projection of the
normal vector on plane XY and the X-axis.

The method presented in this paper enables accurate determination of the fracture
apparent dip angle and direction. The error in the apparent dip angle and direction is less
than 1◦ when extracting the plate fracture model with known angles. Moreover, when
applied to micro-CT and 3-D full-hole digital core images, the difference in calculating the
dip angle between the original workflow and the new workflow is less than 3◦, and the
dip direction extraction results between the original workflow and the new workflow are
more accurate when the fracture has a higher dip angle. Notably, this new workflow not
only accurately extracts the apparent dip angle and direction of fractures but also facilitates
automatic data processing, significantly enhancing efficiency.

The dip angles and directions of the fractures obtained in this study are considered
apparent angles and directions rather than true dip angles and directions because the
spatial locations of the cores are not accurately determined. However, by combining full-
hole digital cores with imaging logging data, it is possible to restore the cores to their true
locations and accurately characterize the true orientations of the fractures. Therefore, it is
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recommended to incorporate imaging logging data in future studies in order to improve
the accuracy and reliability of the results.
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