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Abstract: This paper focuses on a comprehensive stability study of a two-area power system with
wind power integration and synthetic inertia control in each area, considering the effects of varying
the interconnection link. Normally, synthetic inertia proposals are analyzed in one-area systems, in
which stability is tested without considering transmission system phenomena, such as coherency. As
modern power systems are progressively becoming interconnected, the possibility of forming two
or more non-coherent areas is likely, which poses a challenge to synthetic inertia control techniques
that use system frequency as a main feedback signal. In this context, this work addresses a crucial
gap in the existing literature and provides a valuable starting point for studying more complex
interconnected power systems with wind power integration. Simulations were performed in Matlab-
Simulink considering a data-driven frequency dynamics model of the Chilean Electric System, and a
wind power model with synthetic inertia control H2 norm minimization in each area. The results
showed that it is possible to find local optimal feedback gains, preserving the stability of the global
system under significant variations in the interconnection link. RoCoF and Nadir indicators are
provided, highlighting the benefits of synthetic inertia control, particularly in low-inertia situations.

Keywords: low-inertia power systems; coherency; dynamic equivalents; frequency response model;
synthetic inertia

1. Introduction

Power systems have undergone a significant transformation due to the increased
penetration of renewable energy sources (RES) interconnected through power electronics
(such as solar and wind power), reducing system synchronous inertia. For example, a
recent study has established that inertia in Europe has already begun to decrease, with a
reduction of approximately 20% over the past two decades [1]. This situation represents
a significant challenge for power system stability and operation due to the appearance
of faster frequency dynamics, mentioned in [2,3]. As an example of the complexity of
the new scenario, it is worth mentioning the event in the Southern California System on
16 August 2016, where the interruption of 1200 MW of solar power plants occurred. The
event was caused by a low-inertia condition, which evolved into the activation of inverter
protections based on instantaneous frequency measurement [4]. In 2019, a large-scale
power outage of 1.5 h occurred in the UK, resulting in a 5% loss of total load [5]. In this
scenario, the traditional hierarchical control scheme, comprising primary frequency control
(PFC), secondary frequency control (SFC), and tertiary frequency control (TFC), seems to
be insufficient to provide dynamic security if the power system continues on the same path
toward increasing RES [6].

To preserve high-security levels, the role of the power electronics in future electric
systems has been studied in the literature [7,8], and different control strategies have been
proposed to deal with the new scenario [2,9]. In this sense, synthetic inertia (SI) control
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allows wind turbine kinetic energy transformation into fast electric power, emulating the
inertial behavior of a synchronous generator [10,11]. SI, as an ancillary service, has been
evaluated by various system operators, such as New Zealand [12], Canada [13], Great
Britain, and Ireland [6,14].

A common aspect of existing SI techniques is that control schemes are designed and
tested assuming that power systems can be described by one-machine equivalents, where
the frequency is considered to be the same throughout the system. Modern power systems
tend to interconnect, so the occurrence of large multi-area power systems with one or more
weak links is likely to occur [15]. This makes one-area power system modeling inaccurate,
given the increasing chance of inter-area oscillations and the transient lack of coherency
that produces frequency to behave differently in different areas. As SI control is based on
frequency measurements, its stability under multi-area scenarios is of interest.

On the other hand, frequency control strategies for multi-area power systems have
been extensively studied, but previous research has mainly focused on load frequency
control (LFC), automatic generation control (AGC), and PFC, overlooking SI frameworks.
For example, the LFC problem has been studied in [16], where decentralized model predic-
tive control (DMPC) is used. Additionally, in [17,18], the control problem is addressed by
incorporating robust predictive control. A modern approach is presented in [19], where
bald eagle sparrow PID control techniques are applied. The LFC and AGC combined
problem is studied in [20], where integral (I), proportional-integral (PI), and proportional–
integral–derivative (PID) control techniques are applied. The PFC problem is presented
in [21], and the solution considers DMPC control.

In terms of SI control techniques, the published works have predominantly focused
on one-area power systems or highly simplified test networks. In [22], the stability of
a multi-wind turbine system is presented, but it does not consider the extrapolation of
the results to multi-area power systems. In [23], an SI control strategy for variable-speed
wind turbines (VSWT) in the Argentine–Uruguayan power system is described, but it
is based on an on-off scheme applied to a one-area power system. Moreover, ref. [24]
presents a comprehensive classification of SI control techniques in power systems with
a high penetration of renewables, but the focus is on the control technique and does not
include the power system model. In contrast, ref. [25] employs the kinetic energy reserve
of the rotor from VSWT and the electrostatic energy stored in the supercapacitor units
interfaced with its DC link to provide the inertial response and performs a modal analysis.
It should be noted that the power system model utilized in this study was based on a
simplified two-area test network, and the SI control technique was not described in detail.
Additionally, only the frequency of the power system was considered as a feedback variable
to perform the SI-VSWT control. This limitation is important to be noted when interpreting
the results, as the behavior of more complex power systems can differ significantly.

Considering the state of the art described above, the following question arises: what is
the impact on global stability when distinct regions, each containing wind power generation
with optimal local SI control, are interconnected by transmission lines that can switch
over time?

To answer this question, this paper focuses on the effect on global stability in a
two-area power system with an interconnection link whose equivalent impedance can
vary over time due to transmission switching and when each area is equipped with a
decentralized synthetic inertia control. This work fills a literature gap and provides insight
into the behavior of modern interconnected systems as they become interconnected over
increasingly large geographical areas.

Therefore, the article’s structure is as follows: Section 2 consists of the problem for-
mulation, which includes a concise model to obtain the frequency response of a two-area
power system, a description of wind power plant dynamics, and an overview of the opti-
mal area SI control employed in the simulations. The study case and the corresponding
results are presented in Sections 3 and 4, respectively. Finally, Section 5 offers a detailed
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discussion and analysis, highlighting the advantages and limitations, drawing conclusions
and recommendations, and outlining future research directions.

2. Problem Formulation

In this section, a general view of the problem to analyze in this work is presented. In
this context, a two-area power system with wind power integration and SI control is shown
in Figure 1. The input to the SI control is the power system and wind power variables, and
the output is a torque reference signal to the electronic converter, which allows a fast power
transfer from the VSWT to the power system to improve the frequency response when a
power imbalance occurs. The link signifies the structural interconnection between both
areas, which fluctuates based on the operational status of the transmission lines.

VSWT

Model

SI

Control

Power System

Model

Output Variables

Control

output

SI power

VSWT

Model

SI

Control

Power System

Model

Output Variables

Control

output

SI power

Area 1 Area 2

Variable

link

1 2

Figure 1. Two-area power system with variable interconnection link and SI control.

This study employs state feedback control to stabilize each area, with the objective
of minimizing the RoCoF, through an H2-norm optimization problem. Simulations are
conducted to account for variations in the link and to obtain a root locus diagram of the
poles of each area and the global system. By analyzing the poles of the system, insight
can be gained into the stability and dynamic behavior of the interconnected power system,
which can ultimately lead to improvements in its overall performance.

Next, the dynamic model is presented.

2.1. Power System Frequency Dynamic Model

This work considers a two-area power system model [26] that is a generalization of
the simplified second-order governor-generator model used for one-area power system
frequency studies, originally proposed in [27], and later, the parameter identification
problem was included in [28]. The understanding of the way that important system
parameters affect the frequency response is difficult to achieve in high order models, where
the frequency performance is a complex function of many power system variables; therefore,
the model allows a compromise between simplicity and accuracy.

The block diagram representation is shown in Figure 2, where, for each area i, (i = 1, 2),
the variable descriptions are as follows: Hi = 2Kci / f0 is an auxiliary variable, where Kci

represents the system’s kinetic energy in [MWs]; f0 is the nominal system frequency in [Hz];
KGi is the governor droop in [MW/Hz]; and ω0 is 2π f0.

The input of the system is the power imbalance ∆PLi in [MW], and the output is the
frequency ∆ f̄i in per-unit. Additionally, ∆Pmi represents the area governor power response
in [MW].

The link representation K12 denotes the synchronizing torque coefficient in [MW].
Its expression is derived through the linearization of the power exchange equations, as
presented in (1), where P12 is the power exchange between areas, and V1, V2, δ12 are the
modules and the angular difference of the voltages of area-1 and area-2, in degrees and [kV],
respectively. X12 is the link equivalent reactance in [Ω].
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P12 =
V1V2

X12
sin δ12 (1)

Figure 2. Two-area power system reduced model for frequency response.

The transfer function Gi(s) is shown in (2). It is associated with the overall governor
response [28], where Tai and Tci are in [s].

Gi(s) =
(1 + Tci s)
(1 + Tai s)

, (2)

Wind power can be added to the model by considering an incremental power contribution
in each area, namely ∆Pw1 and ∆Pw2 . In that case, the state-space equations that describe
the system are:

ẋs1 = As1 xs1 + As13 ∆P12 + Bsw1 ∆PL1 + Bs1 ∆Pw1 ,

ẋs2 = As2 xs2 + As23 ∆P12 + Bsw2 ∆PL2 + Bs2 ∆Pw2 ,

∆Ṗ12 = Ks12 xs1 − Ks12 xs2 ,

(3)

where:

As1 =


0 − 1

H1

KG1

Ta1

− 1
Ta1

(
1 +

KG1 Tc1

H1

)
 , (4)

As2 =


0 − 1

H2

KG2

Ta2

− 1
Ta2

(
1 +

KG2 Tc2

H2

)
 , (5)
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As13 =


− 1

H1

−KG1 Tc1

H1Ta1

 , As23 =


1

H2

KG2 Tc2

H2Ta2

 , (6)

Bsw1 =


− 1

H1

−KG1 Tc1

H1 Ta1

 , Bsw2 =


− 1

H2

−KG2 Tc2

H2Ta2

 , (7)

xs1 =

[
∆ f1

∆Pm1

]
, xs2 =

[
∆ f2

∆Pm2

]
, (8)

Ks12 =
[
K12 0

]
, (9)

Bs1 = −Bsw1 , Bs2 = −Bsw2 , (10)

Note that wind power injection is represented as a new input, with the opposite sign
to ∆PLi .

Finally, the state-space equation of the overall system is:

ẋs = Apxs + Bww + Buu

y = Cxs ,
(11)

where:

Ap =

As1 0 As13

0 As2 As23

Ks12 −Ks12 0

 , (12)

Bw =

Bsw1 0
0 Bsw2

0 0

 , Bu = −Bw , (13)

w =

[
∆PL1

∆PL2

]
, u =

[
∆Pw1

∆Pw2

]
, (14)

xs =
[
xs1 xs2 ∆P12

]T . (15)

2.2. Wind Power Plant and SI Control

The one-mass VSWT model [22,29] is adjusted to incorporate SI control, as shown in
Figure 3, with k = 1, 2.

J

Figure 3. One-mass VSWT model.
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The dynamic equations that describe the model are presented in (16).

ω̇r =
1
J
(
Tw − Ng(Te + TR)

)
,

Tw =
0.5 ρA v3

w Cp

ωr
,

∆Ṫe = Ng KP∆ω̇r + Ng Ki∆ωr,

Cp = 0.645
(

0.00912λ +
−5− 0.4(2.5 + β) + 116λi

e21λi

)
,

λ =
ωr · Rm

vw
,

λi =
1

λ + 0.08(2.5 + β)
− 0.035

1 + (2.5 + β)3 ,

(16)

where:

ωr VSWT angular speed (rad/s),
J VSWT combined moment of inertia (MNm· s2),
Tw VSWT mechanical torque (MNm),
Te torque reference from MPPT control (MNm),
TR torque reference from the SI control (MNm),
Ng gearbox speed ratio (-),
kp, ki proportional and integral gains of MPPT control,
vw wind speed (m/s),
ρ air density (kg/m3),
Rm rotor-swept radius (m)
A VSWT rotor-swept area (m2),
Cp VSWT power coefficient,
λ VSWT tip speed ratio,
β VSWT pitch angle (◦),

The numerical values of these parameters can be found in Appendix A. For control
purposes, Equation (16) is linearized for area i as follows:

˙̄xi = Āi x̄i + B̄i∆TRi ,

∆Pwi = C̄i x̄i + D̄i∆TRi ,
(17)

and the associated state space vector is:

x̄i = [∆ωri ∆Tei ]
T , (18)

where: ∆ωri ∈ R and ∆Tei ∈ R are the speed deviation and the electrical torque deviation
from the operating point of the VSWT, respectively.

The matrices Āi ∈ R2×2, B̄i ∈ R2×1, C̄i ∈ R1×2, and D̄i ∈ R1×1 are obtained from the
linearization process.

A decentralized SI control is considered in each area, according to Figure 4, where the
dynamic interactions between one turbine and its corresponding power system are shown.
The control gains K1 and K2 are calculated to achieve stability in each area independently,
as described below.
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R

R

R

R

R

R

Figure 4. Dynamic interactions.

2.3. Optimal Area SI Controller

Consider a constant linear multivariable system equivalent to (11) that, for simplicity,
is rearranged in (19):

ẋ = Ax + Bu, x(0) = x0, (19)

To design a linear quadratic optimal regulator (LQR) that determines an optimal feedback
controller u = K x, it is necessary to minimize the following quadratic performance index:

J(x, u) =
∫ ∞

0

(
xTQx + uT Ru

)
dx , (20)

where,
Q = QT ≥ 0, R = RT > 0. (21)

The result is based on the assumptions that:

(A, B) is stabilizable,

(A, L) is observable,
(22)

with L = Q1/2. If that conditions hold, then the Riccati equation:

AT P + PA− PBR−1BT P + Q = 0 (23)

has a unique symmetric positive definite solution P, and the optimal solution of the LQR
problem is:

u(t) = −R−1BT Px(t) (24)

and the minimum value of the performance index is

γ = min
u

J(x, u) = xT
0 Px0. (25)
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To ensure that the optimization process results in minimizing the RoCoF of the area, it is
advisable to associate it with the performance of H2. The following relation holds:

J(x, u) = ‖Gy ω̄(s)‖2
2 (26)

where Gy ω̄(s) is the transfer function of the auxiliary system,

ẋ = Ax + Bu + x0 ω̄,

y = Cx + Du,
(27)

and ω̄ is the impulse function.
Under the assumptions (22) of the LQR problem, the H2 equivalent formulation states

that the same feedback gain K exists, such that J(x, u) < γ if, and only if, there exists
X ∈ Rn, Y ∈ Rr, and W ∈ Rr×n satisfying the LMI [30], shown in (28):

(AsiXi + BsiWi) + (AsiXi + BsiWi)
T + Bwi Bw

T
i < 0

trace
(

Q1/2
i Xi

(
Q1/2

i

)T
)
+ trace(Yi) < γi −Yi R1/2

i Wi(
R1/2

i Wi

)T
−Xi

 < 0 ,

(28)

and the feedback gain in each area is calculated as:

Ki = Wi X−1
i . (29)

and, for each control area (i = 1, 2), a state feedback control of the form of:

ui = Ki xi , (30)

exists. Integrating wind dynamics (17) and control law (30) in (11), and according to the
diagram shown in Figure 4, the close-loop state equation of the global system is obtained,
as presented in (31):

ẋ = Acl x + Bw w

y = Cx ,
(31)

where the new state space vector is:

x =
[
xs1 x̄1 xs2 x̄2 ∆P12

]T , (32)

and the close loop state space matrix is:

Acl =



Acl1
−Bsw1 C̄cl1

0 0 As13

B̄1 Ka1 Ācl1
0 0 0

0 0 Acl2 −Bsw2 C̄cl2 As23

0 0 B̄2 Ka2 Ācl2 0

Ks12 0 −Ks12 0 0


, (33)

where:

Acli
= Asi − Bswi D̄i Kai

Ācli
= Āi + B̄i Kbi

C̄cli
= C̄i + D̄i Kbi

.

(34)

The SI torque is related to the power system and wind power variables as follows:



Processes 2023, 11, 2488 9 of 20

∆TRi = Kai xsi + Kbi
x̄i , (35)

Ki =
[
Kai Kbi

]
. (36)

The significance of what was explained is that an LQR problem can be solved using
an H2 problem of an auxiliary system in which the impulse function is the input. Since the
state-space matrices are time-invariant and the impulse response is the derivative of the
step response, the output y of (27) includes d f

dt or RoCoF, which can be minimized according
to (26).

2.4. Validation of Wind Power Dynamics Linearization

The response of the synthetic inertia power output was simulated using Matlab-
Simulink for both the nonlinear dynamic equations (16) and the linear model (17) for a
power imbalance of 106 MW occurring in area-1. The comparison between the linear VSWT
model and the non-linear VSWT model is presented in Figure 5, which demonstrates an
adequate correspondence between them, where the RMS error between the curves is 3.03%
compared to the maximum power value.

Time [s]

 P
 [

M
W

]

 P
L1

= 106[MW]  V
w

=9[m/s]

Pw
NL

Pw
L

Figure 5. Comparison of synthetic inertia power output: continuous line represents the linear model,
and dashed line represents the non-linear model.

3. Study Case

The two-area power system was constructed using two one-machine equivalents of
the Chilean power system connected through a transmission line, shown in Figure 6. The
equivalent line reactance is denoted as X12 in the same figure. As mentioned above, the
parameter K12 is associated with X12 through (1).

SEN SEN

Figure 6. Two-area power system used for study case.
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The system parameters for each area shown in Table 1 were obtained using an identifi-
cation algorithm of the data of the power system using the Matlab System Identification
Toolbox. The input of the algorithm are the initial values of the model parameters. For
example, the initial values of the kinetic energy of rotating machines, Kc, and the governor
droop, KG, are estimated from the frequency data, using the oscillation equation of the
power system, as explained in [22]. Data acquisition was carried out between 2018 and
2020, from phasor measurement units (PMU), located in the north and south of the Chile.

Table 1. Power system parameters (source: Parameter identification from PMU measurements in
Chilean Electric System, 2018–2020).

No. ∆PL Load Kc KG H Ta Tc
[MW] [MW] [GWs] [ MW

Hz ] [ MWs
Hz ] [s] [s]

1 128.0 7154.2 70.1 2088.0 2804.0 12.0 0.96
2 152.0 6963.1 65.5 1617.5 2620.0 18.8 3.19
3 190.0 7132.1 85.6 2286.9 3426.4 11.8 0.69
4 320.0 8693.1 104.3 1461.6 4172.0 17.4 1.24
5 480.0 7507.6 116.3 1866.6 4652.8 14.7 1.83
6 320.0 7619.9 85.1 1202.0 3402.0 4.5 0.04
7 120.0 6774.3 67.2 949.0 2689.6 94.9 6.52
8 194.0 6070.7 46.6 1420.0 1862.4 14.6 2.80
9 374.0 6836.4 57.4 843.9 2296.4 13.3 2.97

10 70.0 6179.4 20.6 691.6 822.4 32.7 6.28
11 140.0 7627.3 65.5 1949.1 2619.6 26.4 4.30
12 146.0 7627.3 62.9 1939.0 2516.8 25.1 4.68
13 132.0 7260.7 53.4 2002.1 2136.0 20.2 3.25
14 153.0 7242.6 93.0 2960.4 3720.8 26.9 5.36
15 224.0 7613.3 101.0 1735.7 4040.0 9.5 1.13
16 195.0 8697.8 59.9 1484.5 2395.2 14.7 2.67
17 160.0 7350.4 77.3 1507.4 3090.8 4.5 0.59
18 170.0 7239.0 84.6 1403.5 3385.2 18.6 3.84
19 106.0 5255.9 55.4 1168.5 2217.6 8.5 1.59
20 260.0 6862.1 39.8 1600.4 1590.4 15.4 3.83
21 190.0 4542.8 64.6 18.7 2583.2 87.4 4.88
22 116.0 8252.4 48.3 1921.0 1932.4 21.2 4.81

These frequency events were caused by power imbalances ∆PL, also shown in the
same table.

Integrating wind power dynamics and state feedback control in the reduced model
presented in Figure 2, the block diagram shown in Figure 7 is obtained, where:

N1(s) =
−1

Gf1(s)+Gpm1(s)G1(s)KG1−G1(s)KGi−sHi
,

N2(s) =
1

Gf2(s)+Gpm2(s)G2(s)KG2−G2(s)KGi−sHi
,

(37)

are the transfer function from −∆P12 to ∆ f̄1 and ∆ f̄2, respectively.
Additionally, in (37), G fi

(s), and Gpmi (s) are the transfer function between ∆ fi to ∆Pwi

and ∆Pmi to ∆Pwi , respectively, when i = 1, 2.
The overall transfer function in Figure 7 is:

∆ f̄1 − ∆ f̄2

−∆P12
=

∆ f̄1

−∆P12
− ∆ f̄2

−∆P12
= N1(s)− N2(s) = M(s) , (38)

and its equivalent block diagram in the Laplace domain is shown in Figure 8.
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Figure 7. Two-area power system with wind power integration in Laplace domain.

Figure 8. Equivalent two-area system with wind power integration in Laplace domain.

Global stability is analyzed using the root locus plot of M(s)/s, considering a negative
feedback SISO system, as was explained in [31]. Different scenarios by combining high
and low inertia in each area were developed, and the simulations were performed using
Matlab-Simulink.

3.1. State Feedback Gains

The proportional state feedback gains calculated using (29) for the study cases are
presented in Table 2.

Table 2. Proportional state feedback gain parameters calculated using (29).

Figure K1 K2

Figures 9 and 10 [0.0987 −0.0008 0.3677 −0.4309] [−0.1044 −0.0006 0.3312 −0.5065]
Figures 11 and 12 [−0.1977 −0.0070 0.7150 −0.3407]

Figure 9. Simulation illustrating the frequency response for two-area power system with H1 = 4652.8
and H2 = 4040 [MWs/Hz].
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Figure 10. Simulation illustrating the effect of SI control on frequency response, with H1 = 4652.8 and
H2 = 4040 [MWs/Hz].

Figure 11. Simulation depicting the frequency response for two-area power system with H1 = 4652.8
and H2 = 1862.0 [MWs/Hz].

Figure 12. Simulation illustrating the effect of SI control on frequency response, with H1 = 4652.8 and
H2 = 1862.0 [MWs/Hz].
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3.2. Quadratic Performance Index Matrices

The following are matrices of the performance index (20) used in the study case, which
were obtained through a sensitivity analysis.

R1 = R2 = 0.2; Q1 = Q2 =


1 0 0 0
0 1 × 10−9 0 0
0 0 1× 10−9 0
0 0 0 1× 10−9

.

Without loss of generality, the system input is ∆PL2 , with ∆PL1 = 0.

4. Results
4.1. Frequency Response

Figure 9 represents a comparison between the frequency response of area-1 and area-2,
with respect to a power imbalance of 224 MW applied in area-2. Both areas have high
rotating inertia, with H1 = 4652.8 and H2 = 4040 [MWs/Hz] corresponding to Nos. 5 and 15
of Table 1, respectively. It is observed that the frequencies converge to the same value
after 100 s.

Figure 10 illustrates the impact of the SI control on the frequency of area-2 for the
same power imbalance presented in Figure 9. It is evident that the implementation of SI
control has a positive effect on reducing the frequency Nadir and the RoCoF.

Figure 11 displays a scenario where the inertia of area-1 remains high at
H1 = 4652.8 MWs/Hz, whereas the inertia of area-2 is low, with H2 = 1862 MWs/Hz,
corresponding to No. 5 and 8 of Table 1, respectively. For comparison purposes, the same
power imbalance as Figures 9 and 10 was considered.

Similarly to Figure 10, in Figure 12, the effect of SI control on the frequency response of
area-2 is shown. As this area has lower inertia, a greater influence of SI control is observed
in improving the RoCoF and Nadir indicators.

4.2. Performance Indicators

The RoCoF and Nadir indicators calculated for the case shown in Figure 10 are
presented in Table 3.

Table 3. Simulation-derived SI control performance indicators obtained from data in Figure 10 .

Indicator No Control SI Control ∆%

RoCoF [Hz/s] −0.0554 −0.0551 −0.5183
Nadir [Hz] 49.780 49.804 +0.050

The performance indicators of Figure 12 are presented in Table 4.

Table 4. Simulation-derived SI control performance indicators obtained from data in Figure 12.

Indicator No Control SI Control ∆%

RoCoF [Hz/s] −0.1202 −0.1164 −3.1400
Nadir [Hz] 49.680 49.740 +0.128

4.3. Root Locus

As explained above, the root locus plot of M(s)/s is shown in order to analyze the
stability of the global system when K12 varies. In the same figure, three cases are presented:

• case 1 in red, where both areas are equal, each one having an inertia H1 varying
between 822.4 and 4652.8 [MWs/Hz] and global transfer function 2 · N1(s);

• case 2 in blue, where both areas are equal, each one having an inertia H2 varying
between 1862.2 and 4040.0 [MWs/Hz] and global transfer function 2 · N2(s); and
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• case 3 in dashed-black, where area-1 and area-2 are different, with values of total inertia
between (H1 + H2)min and (H1 + H2)max and transfer function |N1(s)|+ |N2(s)|.

5. Discussion

This work presents a methodological analysis of a two-area power system with wind
power integration and SI control. The results provide important guidelines on how to
deal with stability considering a broader application of SI in a more realistic scenario of a
two-area system established as a duplicate of the Chilean national electric system.

5.1. Analysis of Results
5.1.1. Frequency Response

The impact of SI control is more significant when applied to a low-inertia area. This
observation is evident in Table 4, which shows a reduction in RoCoF of 3.14% when
the inertia in area-2 was low. By contrast, when the inertia in area-2 was high, only a
0.5% reduction in RoCoF was achieved, as indicated in Table 3. These findings highlight
the potential contribution of SI control to improving frequency indicators within the
power system. As expected from the control method used, the Nadir improvement is
comparatively smaller than that of RoCoF.

5.1.2. Root-Locus

As expected, the effect of decreasing inertia moves the root locus plot to the left side
of the plane (faster system); this can be observed by comparing the evolution of the red
plot from Figures 13–15 or 16. The opposite occurs when inertia increases (slower system),
as shown in the evolution of the blue plot between Figures 14 and 15 or 16. It can be seen
that if N1(s) and N2(s) are stabilized in a decentralized way, the dynamic system resulting
from the interconnection of both areas remains stable for all cases analyzed. This system is
represented by the black dashed line in the root locus diagrams, and its location is between
the two stable root locus plots of N1(s) and N2(s).

Figure 13. Root locus simulation with H1 = 4652.8 and H2 = 4040.0 [MWs/Hz].
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Figure 14. Root locus simulation with H1 = 4652.8 and H2 = 1862.0 [MWs/Hz].

Figure 15. Root locus simulation with H1 = 822.4 and H2 = 1932.4 [MWs/Hz].

Figure 16. Root locus simulation with H1 = 822.4 and H2 = 4172.0 [MWs/Hz].
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5.2. Advantages and Limitations of the Proposed Method

In terms of the proposed method, it offers several advantages in modeling a complex
power system comprising two areas with wind power and synthetic inertia control, partic-
ularly for conducting stability analysis under varying interconnection links. A significant
benefit of the data-driven model obtained is that it eliminates the need for extensive knowl-
edge about the equipment’s parameters. However, there are certain limitations associated
with the application of the proposed method. The analysis considered linear models for
the dynamics of the power system, transmission links, and the dynamics of wind power.
As a result, these models are valid within a limited domain around the equilibrium point.

5.3. Conclusions and Recommendations

The simulation results have shown that in a two-area power system with distinct
parameters for each area, global stability can be accomplished by independently tuning
the SI controllers in each area. This way, each SI control area can operate in a decentral-
ized manner, reducing the complexity in communication software and hardware for a
centralized solution and also reducing the time response of the control system.

The root locus method has proven to be a reliable method for assessing the stability of
a two-area power system over a wide range of interconnection link variation, represented
through the K12 parameter.

The models of the two-area power system, wind power, and SI control can be used
to analyze additional variables when incorporating new devices, such as DC links, power
capacitors, solar generation, and others. However, it is important to consider the limitations
of these models, as explained in Section 5.2.

5.4. Future Work

In large interconnected power systems, such as the European system, the existence
of weak links between different power systems can result in inter-area electromechanical
oscillations involving more than two areas. Addressing these inter-area oscillations among
various groups presents a significant challenge for synthetic inertia control techniques,
particularly in terms of ensuring global system stability. Consequently, future research
will focus on studying the stability aspects of SI control when applied to multi-area power
systems.
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Abbreviations
The following abbreviations are used in this manuscript:

AGC Automatic generation control,
BESS Battery energy storage system,
DMPC Decentralized model predictive control,
FPC Fast primary control,
I Integral control,
LFC Load frequency control,
LMI Linear matrix inequality,
MPPT Maximum power point tracking,
PEIT Power electronics interfaced technologies,
PFC Primary frequency control,
PI Proportional–integral control,
PID Proportional–integral–derivative control,
PMU Phasor measurement unit,
RES Renewable energy sources,
RoCoF Rate of change of frequency,
SFC Secondary frequency control,
SI Synthetic inertia,
SISO Single input single output,
TFC Tertiary frequency control,
TSO Transmission system operator,
VSWT Variable speed wind turbine.
Nomenclature
A VSWT rotor-swept area (m2);
Acl Close loop power system state space matrix;
Ap Global power system state space matrix;
As1 , As2 Area 1, area-2 power system state matrices;
As13 Coupling matrix between area 1 and link;
As23 Coupling matrix between area 2 and link;
Ā, B̄, C̄, D̄ State space matrices of wind power turbines;
Bsw1 , Bs1 Perturbation and input matrices of area-1;
Bsw2 , Bs2 Perturbation and input matrices of area-2;
Bu Global power system input matrix;
Bw Global power system perturbation matrix;
C Global power system output matrix;
Cp VSWT power coefficient;
fo Nominal frequency [Hz];

∆ f Frequency variation [Hz];
G f (s) Transfer function between ∆ f and ∆Pw;
Gi(s) Overall governor transfer function;
Gpm(s) Transfer function between ∆Pm and ∆Pw;
Gy ω̄(s) Transfer function between output and impulse input;
H 2 · Kc/ f0 represents inertia [MWs/Hz];
J VSWT combined moment of inertia (MNm· s2);
J(x, u) Performance index;
K State space feedback gain;
Kc Kinetic energy [MWs];
KG Governor droop [MW/Hz];
Ks12 Synchronizing torque between area-1 and area-2;
kp, ki Proportional and integral gains of MPPT control;
Ng Gearbox speed ratio (-);
N1(s), N2(s) Global area transfer function;
P Solution of Riccati equation;
P12 Power interchange between areas [MW];
∆PL1 , ∆PL2 Power imbalance, area-1 and area-2 [MW];
∆Pm Overall mechanic power variation of an area [MW];
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∆Pw1 , ∆Pw2 Wind power, area-1 and area-2 [MW];
Q Performance index constant matrices;
R Performance index constant matrices;
Rm Rotor-swept radius (m);
Te Torque reference from MPPT control (MNm);
TR Torque reference from the SI control (MNm);
Tw VSWT mechanical torque (MNm);
V1 Module of area 1 voltage [kV];
V2 Module of area 2 voltage [kV];
vw Wind speed (m/s);
X12 Link equivalent reactance [Ω];
x̄ State space variable of wind power turbines;
xs Global power system state space vector;
β VSWT pitch angle (◦);
δ12 Angular difference between voltages of area-1 and area-2;
λ VSWT tip speed ratio;
ρ Air density (kg/m3);
ω̄ Impulse function;
ωr VSWT angular speed (rad/s).

Appendix A

Numerical Values

The VSWT parameters, as listed below, were obtained from [22] and applied identi-
cally in both areas.

J 11.776 (MNm· s2),
Ng 133 (-),
kp, 109× 10−5 [MNm s]
ki 119× 10−5 [MNm]
vw 9 (m/s),
ρ 1.1945 (kg/m3),
R 63.278 (m2),
Cpopt 0.5 (-),
λopt 9.9 (-)5,
β 0 (◦).

The matrices Āi ∈ R2×2, B̄i ∈ R2×1, C̄i ∈ R1×2, and D̄i ∈ R1×1 are obtained through
the linearization process for i = 1, 2. The structure of the matrices is shown in (A1) and (A2),
whereas the numerical values are presented in (A3) and (A4).

Āi =


(2aiωri0 + bi)

Ji

−Ngi

Ji
NgiKpi

Ji
(2aiωri0 + b1) + NgiKi1 −N2

gi
Kpi

Ji

 , B̄1 =


−Ngi

Ji

−N2
giKpi

Ji

 , (A1)

C̄i = Nti

[
NgiDTe10 Ngiωri0

]
, D̄i = Nti Ngiωri0 . (A2)

Ā1 = Ā2 =

[
−0.1201 −11.2942
0.1409 −1.6373

]
, B̄1 = B̄2 =

[
−11.2942
−1.6373

]
, (A3)

C̄1 = C̄2 =
[
194.0 18822.0

]
, D̄1 = D̄2 = 18822.0 (A4)
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