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Abstract: An algorithm based on the YOLOv5 model is proposed to address safety incidents such
as tearing and blockage at transfer points on belt conveyors in coal mines caused by foreign objects
mixed in with the coal flow. Given the tough underground conditions and images acquired with low
quality, recursive filtering and MSRCR image enhancement algorithms were utilized to preprocess
the dynamic images collected by underground monitoring devices, substantially enhancing image
quality. The YOLOv5 model has been improved by introducing a multi-scale attention module
(MSAM) during the channel map slicing, thereby increasing the model’s resistance to interference
from redundant image features. Deep separable convolution was utilized in place of conventional
convolution to detect, identify, and process large foreign objects on the belt conveyor as well as to
increase detection speed. The MSAM-YOLOv5 model was trained before being installed on the
NVIDIA Jetson Xavier NX platform and utilized to identify videos gathered from the coal mine
belt conveyor. According to the experimental findings, the upgraded MSAM-YOLOv5 model has a
greater recognition accuracy than YOLOv5L, with an average recall rate for different foreign objects
of 96.27%, an average detection accuracy of 97.35%, and a recognition speed of 44 frames/s. The
algorithm assures detection accuracy while increasing detection speed, satisfying the requirements
for large foreign object detection on belt conveyors in coal mines.
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1. Introduction

Industrialization has stimulated an increasing demand for coal resources. In this
process, belt conveyors serve a crucial role in the coal industry [1]. However, belt conveyors
are vulnerable to damages such as deviation, slipping, and tearing due to overload, lengthy
transport distances, and foreign objects [2]. Real-time detection of large foreign objects on
belt conveyors in coal mines and timely detection and processing are crucial to minimizing
the damage caused by foreign objects to the conveyor. Not only does this improve coal
mine safety, but it also contributes significantly to production efficiency.

Ultrasonic, radar, and photoelectric sensing technologies were the methods for detect-
ing foreign objects on belt conveyors initially adopted globally [3,4]. Due to disadvantages
such as high detection costs and difficulty in maintenance, these detection approaches
were eventually phased out. With the advent of the era of big data and the continuous
advancement of GPU processing, deep-learning-based object detection algorithms have
become increasingly prevalent. There are two types of these algorithms [5]: two-stage
object detection algorithms and single-stage object detection algorithms. Single-stage object
detection algorithms include the SSD [6] and You Look Only Once (YOLO) series [7–10].
Two-stage object detection algorithms include R-CNN [11], Fast R-CNN [12], and Faster
R-CNN [13].

Due to their lengthy inference time caused by the generation of candidate regions,
two-stage algorithms struggle to meet the real-time requirements of foreign object detection.
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Regression-based YOLO series models have both high accuracy and real-time performance.
You Only Look Once version 5 (YOLOv5) is the fifth generation of the YOLO series of object
detection algorithms, which inherit the end-to-end advantages of the YOLO family. It
directly takes the raw image as input and outputs the location and category information of
the target in one go, characterized by fast speed, high accuracy, and light weight. YOLOv5
is currently widely used in video surveillance, autonomous driving, robotic vision, medical
image processing and other fields. Ref. [14] proposes a method for garbage detection and
classification using the YOLOv5s network model. The trained YOLOv5s network is used
to extract features and location information from images of different types of garbage,
achieving classification and detection of garbage. The method was tested in real-world
scenarios. Ref. [15] introduces a real-time detection method for apple targets on a picking
robot based on an improved YOLOv5 algorithm. The improved YOLOv5 algorithm is used
to recognize apple images to improve the accuracy of target detection. These improvements
include using more advanced feature extractors and classifiers and adjusting the network
structure and parameters. Ref. [16] explores the use of an improved YOLOv5 network
for breast tumor detection and classification. The author improves the original YOLOv5
network by adding a convolutional neural network module to enhance feature extraction
capabilities, making it more suitable for breast tumor detection and classification tasks.
Detection of foreign objects in underground production processes is a challenging task due
to the complex and difficult-to-observe nature of the underground environment. However,
YOLOv5 as an advanced target detection algorithm can offer certain advantages in this
field. Ref. [17] studies the application of an improved YOLOv5 model for coal gangue
recognition. Optimizing and improving the model improves its accuracy and performance
in the coal gangue recognition task. A YOLOv5 model was used to detect foreign objects on
belt conveyors in reference [18], with the introduction of the convolutional block attention
module (CBAM) to enhance the recognition accuracy and speed of foreign objects. Pruning
based on channels and layers is implemented for the model of foreign object detection on
the belt conveyor in reference [19], which increases the model’s detection speed.

The attention mechanism can help the target detection algorithm pay more attention
to the key areas and features in the image, so as to reduce the interference of redundant
information and noise and improve the detection accuracy. By learning the importance of
different regions and features, the attention mechanism can adaptively adjust the degree
of attention of different regions to better capture target features and distinguish between
different targets [20–23]. A feature extraction method for target detection is studied, which
gradually refines the feature information from shallow layer to deep layer by constructing
a pyramidal feature representation. Based on FPN, a top-down attention mechanism is
introduced to enhance the representation ability of low-level features by transferring the
feature information from high-level to low-level [24]. A channel-wise attention mechanism
is proposed for adaptive weighting of features. By learning the importance of each channel,
the channel attention mechanism can improve the accuracy of target detection [25–27]. A
spatial attention mechanism is proposed to weight each pixel in a feature map. By learning
the importance of each pixel, the spatial attention mechanism can improve the accuracy
of target detection, especially for small targets [28]. A method combining the channel
attention mechanism and context embedding is proposed for scaling problems in target
detection. By learning the importance of feature channels at different scales and embedding
contextual information into feature representations, the method can improve the accuracy
and robustness of target detection. These object detection algorithms combined with the
attention mechanism optimize and improve the object detection problem in different aspects.
It should be noted that object detection algorithms combining attention mechanisms also
have some challenges and limitations. For example, the design and training of attention
mechanisms requires additional computational resources and time, potentially increasing
the complexity and development cost of the algorithm. At the same time, the effect of the
attention mechanism is also affected by the dataset, network structure, training strategy,
and other factors, so it needs to be fully verified and optimized.
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Considering the above networks and realizing the complementary advantages of each
network, this paper proposes a YOLOv5 model combining image enhancement and the
attention mechanism to realize foreign-body detection in a coal mine belt conveyor. Among
them, a multiscale attention module (MSAM) combined with the CBAM is proposed.
After assembling feature maps of different levels, YOLOv5 uses the MSAM model to
weight different feature channels. By learning different weights, the model can select more
important feature channels according to task requirements, thus reducing the impact of
redundant features. In addition to channel attention, the CBAM in the MSAM model can
pay attention to features of different regions and weight different feature maps according
to different regions of the image, thus reducing the impact of redundant features. In
order to further improve the detection speed, the models in this paper combine depthwise
separable convolution (DWConv). The improved model can detect foreign bodies efficiently
while ensuring accuracy. The experimental results show that the proposed method has a
good balance between accuracy and detection speed. These innovative contributions are
summarized as follow:

(1) We propose an enhanced YOLOv5 model that incorporates the attention mechanism
module (CBAM) and the multi-scale attention module (MSAM) to augment the
model’s feature extraction capability and mitigate redundant features inherent in the
original YOLOv5 framework.

(2) The efficacy of our model improvement is empirically substantiated through a series
of ablation experiments. The results demonstrate a substantial enhancement in the
detection accuracy of foreign objects on conveyor belts through the utilization of
image processing techniques. Notably, the integration of the MSAM yields a more
pronounced improvement in model performance, as evidenced by a 4.78% increase in
precision (P) and a 7.86% increase in recall (R) metrics when compared to the initial
YOLOv5 architecture.

(3) To enhance computational efficiency, we introduce a lightweight convolutional neural
network known as DWconv. By replacing the conventional convolutional network
with DWconv, our model achieves an impressive frame rate (FPS) of 46.8 frames
per second, with only a marginal reduction in the P and R metrics. This attainment
underscores the delicate equilibrium achieved between accuracy and efficiency.

(4) The synergistic integration of the MSAM and DWconv methodologies further elevates
the performance of the YOLOv5 model, yielding heightened recognition speed and
accuracy and augmenting the detection and recognition capabilities of target objects.

2. Image Processing Algorithm for Coal Transport Image in Underground Mines

The underground conditions of coal mines are unlike those of any other industry.
Due to the presence of coal particles and water mist in the air, coal mines require artificial
lighting. Moreover, due to the terrible conditions in underground mines, image acquisition
could be extremely difficult. Therefore, image preprocessing is necessary for removing
or minimizing distracting information and enhancing useful objective information. The
preprocessing of images is a crucial stage in the visual detection system for large foreign
objects, particularly in the processing of images of coal transport in underground mines.
Image noise reduction and enhancement increase the reliability of subsequent identification,
selection, and classification of large foreign objects.

2.1. Recursive Filtering Denoising Algorithm

The recursive filtering algorithm, also known as feedback filtering, derives its name
from the fact that a portion of the denoised output is fed back into the input stream
to influence consecutive denoising iterations. This algorithm is primarily employed for
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noise suppression in dynamic images. The calculation formula for recursive filtering in a
first-order gradient is represented by the following equation:

Yi =
n−1

∑
i=0

(αiXi)−
n

∑
j=1

(
β jYi−j

)
(1)

where X = the input of recursive filtering; Y = the output; and αi, β j = the weight.
The pixels along a certain linear distance can affect the output of the recursive filter-

ing algorithm. Assuming that distance is the distance between two adjacent pixels, the
previously stated calculation formula can be simplified as follows:

Yi = (1− γi,i−1α)Xi + γi,i−1αYi−1 (2)

where α = the coefficient and γi,i−1 = the weight coefficient between Xi and Yi−1. As shown
in the equation above, the simplified recursive filtering algorithm outputs Yi, which is
related only to Xi and Yi−1. The recursive filter is essentially a lowpass filter that is often
used to suppress random noise in dynamic images. The filter size is a parameter that needs
to be set manually, and its setting has a great impact on the de-noising effect. Too small a
filter size may lead to incomplete noise removal, and too large a filter size may smooth out
image details, including edge details. Therefore, a suitable filter size was selected according
to the actual situation to balance the image noise and the preservation of edge details.
Mean square error (MSE) and peak signal-to-noise ratio (PSNR) [29] were employed in this
study as image-denoising evaluation indicators to select a suitable filter size. The recursive
filtering algorithm customizes parameter settings to denoise the images and calculates MSE
and PSNR. These evaluations are presented in Table 1 and Figure 1. According to results in
Table 1 and Figure 1, a filter size of 2.5 yields the smallest MSE of 0.24 and highest PSNR of
54.3, suggesting that the edge details of denoised coal transport images remain unaltered
while the image quality improves significantly. In light of this, it can be concluded that the
recursive filter algorithm with a filter size of 2.5 is the optimum option for denoising coal
transport images.

Table 1. MSE and PSNR values of recursive filtering denoised images with different parameters.

Size MSE PSNR

1.5 6.74 39.5
2.0 0.57 52.1
2.5 0.24 54.3
3.0 1.51 44.9
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Figure 1. Principle of object imaging.

2.2. MSRCR Image Enhancement Algorithm

Due to coal dust particles in the air, low light, and uneven illumination conditions
within coal mines result in low-quality images of coal transport, characterized by low
brightness, uneven illumination, and indistinct object outlines. It is crucial to develop effec-
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tive image enhancement algorithms for enhancing the quality of images of coal transport
to address these issues. The enhanced images of coal transport disclose useful information
and features within the images, thereby facilitating subsequent feature extraction and rapid
detection of target objects. As for image quality improvement, images are typically sub-
jected to global stretching, brightness and color tone adjustment, and other general image
processing operations during image enhancement. In this study, an image enhancement
technique termed Multi-Scale Retinex with Color Restoration (MSRCR) was applied to
remove undesirable interference from photos. The Retinex image enhancement algorithm
operates on the following principle.

According to the Retinex theory, the image obtained by surveillance devices is re-
lated to both incident light and the reflected image. The following equation expresses
the relationships:

O(x, y) = L(x, y) · R(x, y) (3)

The Retinex image enhancement algorithm selectively removes or reduces the effects
caused by the incident component L(x, y) while preserving the reflectance component
R(x, y), which reflects the original colors of the imaged objects. In 1997, Jobson et al.
introduced the Single-Scale Retinex (SSR) algorithm. However, SSR is difficult to balance
between preserving image color information and detail enhancement. Therefore, academics
have proposed the Multi-Scale Retinex (MSR) algorithm that uses multiple scales to enhance
images. In addition, the MSRCR algorithm integrates a color restoration factor into MSR to
adjust color distortion resulting from contrast enhancement in local image regions. The
Retinex algorithm may introduce color distortion when enhancing image details because
the original color information of the image may be changed when the algorithm adjusts the
brightness, contrast, and color of the image. In order to solve this problem, the MSRCR
algorithm is adopted in this paper, which reduces the color distortion and preserves the
original color information of the image through multi-scale processing and color recovery
technology. Specifically, the MSRCR algorithm uses a multi-scale method to decompose
and enhance the image. First, the original image is divided into multiple scales, each of
which corresponds to different high and low frequency information. Then, the Retinex
algorithm is applied at each scale for image enhancement, including brightness, contrast,
and detail enhancement. During the enhancement process, different scales of information
are considered simultaneously to preserve the details and color information of the image.
This effectively highlights information in relatively darker areas, eliminates color distortion
defects in images, and achieves a better balance between color restoration and image detail
enhancement. The algorithm can be expressed using the following equation:

log[RMSR(x, y)] =
K

∑
j=1

ωj
{

log[O(x, y)]− log
[
Fj(x, y)O(x, y)

]}
(4)

RMSRCRi (x, y) = Ci(x, y)RMSRi (x, y) (5)

RMSRCRi = G
[
RMSRCRi (x, y)− b

]
(6)

Ci(x, y) = f
[

I
′
i (x, y)

]
= f

[
Ii(x, y)

∑N
i=0 Ii(x, y)

]
(7)

where RMSR(x, y) = the reflection component after MSR computation; O(x, y) = the image
to be enhanced; Fj(x, y) = the Gaussian filter function with a scale parameter of σj; K = the
number statistics of scale parameter σ, generally equal to 3; ωj = the weight factor of the

j-th filtering function, meeting
K
∑

j=1
ωj = 1, and generally ωj =

1
3 ; Ii(x, y) = the image of the

i-th channel; and Ci(x, y) = the color recovery factor of the i-th channel.
As shown in Figure 2, there is a clear contrast between the image of a conveyor belt

before and after the application of MSRCR image enhancement. It is evident that after
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image enhancement, the outline of the conveyor belt becomes clearer with more distinct
features upon image enhancement.
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Figure 2. Comparison before and after image enhancement.

3. YOLOv5 Algorithmic Improvement

The YOLOv5 model has fewer parameters and requires less memory, making it better
suited for underground equipment. It satisfies the requirements for detecting large for-
eign objects on mining conveyor conveyors due to its high detection accuracy and quick
processing speed. YOLOv5 includes YOLOv5s, YOLOv5m, YOLOv5L, and YOLOv5x,
which are four models in the YOLOv5 series. The “L” represents “large”. YOLOv5L has
relatively high accuracy but slower detection speed, making it suitable for scenarios that
require higher accuracy. The YOLOv5L model is upgraded in this study by integrating
the MSAM mechanism in the neck portion and DWConv in place of regular convolution
in the head section. Figure 3 depicts the improved YOLOv5L structure, which consists
primarily of the input, backbone, neck, and head sections [30]. The integration of the
MSAM mechanism in the neck will increase the complexity of the model. This is because
the MSAM mechanism introduces more parameters and computations, which results in
higher memory requirements and computational load. On the other hand, the DWConv
mechanism reduces the complexity and computational load of the model by dividing the
convolution operation into two steps: depthwise convolution and pointwise convolution.
The introduction of these new mechanisms may increase the complexity, computational bur-
den, memory requirements, and inference time of the model. However, these mechanisms
typically provide better performance, especially on large-scale models and datasets.
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Figure 3. Improved YOLOv5 algorithm mode.

3.1. MSAM

The channel-wise concatenation procedure utilized by the original YOLOv5 network
to combine two network layers can lead to duplicate characteristics that are not helpful for
object detection. Additionally, the blurriness of mining conveyor belt surveillance films
hinders the YOLOv5 model’s capacity to extract features from foreign objects in the image.
Consequently, it is necessary to enhance the model to better its feature extraction capabilities.
Simply extracting superficial features would fail to detect large foreign objects on a conveyor
belt. There is still space for improvement in the model that combines multiple feature
maps in the channel dimension. To improve the model’s ability to recognize objects and
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lower the miss detection rate, this study introduces the MSAM. This module instructs the
model to focus more of its attention on the regions of interest. Figure 4 depicts the MSAM
structure, while the right side of the figure represents the structure of the CBAM [31]. The
terms “MaxPool” and “AvgPool” stand for maximum and average pooling, respectively,
and “SharedMLP” is short for shared multilayer perceptron. Cat is the concatenation
operation, and the initial features are obtained by adding two feature maps, F1 and F2,
which, respectively, represent shallow and deep feature maps. Following feature addition,
feature refinement was carried out by the CBAM using attention processes in both the
channel and spatial dimensions, as shown by the following equation:

Fa = Ca(F1 ⊕ F2) (8)

where Ca represents the operation after the CBAM, and Fa refers to the output, which
is preferably mapped to the range [0, 1] through the sigmoid function. This is used to
determine the weights of different feature maps and then to perform concatenation to
output a final feature fusion map, F.

F = [F1 ⊗ σ(Fa); F2 ⊗ (1− σ(Fa))] (9)
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3.2. DWconv

DWConv is used to increase the pace of foreign object detection and recognition to
meet real-time detection and recognition requirements for large foreign objects on mining
conveyor belts. Specifically, the conventional convolution in the head section is replaced
with DWConv, resulting in a slight loss of accuracy while increasing the speed of foreign
object detection [32–34]. The complexities of DWConv QD and ordinary convolution Qc
are shown in the equation below:

Qc = DKDK MNDW DH (10)

QD = DKDK MDW DH + MNDW DH (11)

where DK is the width of the convolution kernel; M is the number of input feature map
channels; and DH , DW , and N represent the height, width, and number of output feature



Processes 2023, 11, 2469 8 of 13

map channels, respectively. The computational complexities of DWConv and ordinary
convolution can be compared as follows:

QD
QC

=
DKDK MDW DH + MNDW DH

DKDK MNDW DH
=

1
N

+
1

D2
K

(12)

As shown in Equation (7), DWConv instead of ordinary convolution for feature
extraction of foreign objects greatly reduces computation complexity.

4. Results and Analysis
4.1. Experimental Environment and Data

The specific experimental environment is shown in Table 2.

Table 2. Environmental environment.

Configuration Name Version/Parameter

Operating system Windows 10 21H2
CPU Intel(R) core (TM) i7-10875H CPU@2.3GHZ
GPU NVIDIA GeForce GTX2060

Memory 16 GB
Algorithm framework PyTorch 1.11.0

The experiment’s sample data were gathered by real-time monitoring videos of coal
mines with transporting conveyor belts. The labels for large coal gangue, large wood,
and large metal objects, etc., were set, and 20,000 images were then annotated using
the LabelImg software in accordance with the VOC2007 dataset format. To enhance the
model’s generalizing capability, the number of images was increased to 50,000, of which
12,230 were images of large coal gangue, 14,390 were images of large wood, and 9470 were
images of large metal objects. In addition, 4000 were environmental photographs. The
training set consisted of 18,200 randomly selected images, while the testing set consisted of
5000 images. The hyperparameters of a model were set based on prior knowledge. The
total epochs for the model was set to 200. The learning rate was set to 0.01 for the first
epoch and 0.001 for the last 100 epochs to prevent overfitting.

4.2. Recognition Effect of Improved YOLOv5 Model

This study conducted a comparative analysis of the original YOLOv5 model, YOLOv3
model, YOLOv5 model combined with the CBAM and the proposed improved YOLOv5
model. The training process is shown in Figure 5, where it can be seen that the YOLOv5
loss gradually decreased to around 0.05 after about 30 iterations and ultimately stabilized
around 0.047. After introducing the attention mechanism module, both converged at
around 20 iterations, and the MSAM made improvements on the basis of the CBAM,
with its final loss decreasing to around 0.25, which was overall lower than that of the
CBAM-YOLOv5.

For the trained model, the performance is evaluated based on the main evaluation
metrics of precision (P), recall (R), and frames per second (FPS). Precision represents the
accuracy of the model’s detection results, measured as the ratio of true positives (TPs)
to the total number of objects recognized as positive. A higher p value indicates a lower
false positive rate. Recall measures the thoroughness of the model’s detections, as it
represents the ratio of true positives to the total number of actual objects. A higher R value
indicates a lower false negative rate. Table 3 shows the P, R, and recognition speed of three
models. Table 3 indicates that both YOLOv5 and its enhanced version have higher P, R, and
recognition speed than YOLOv3. Therefore, we have chosen YOLOv5 as the overall model
framework to improve its performance. The combination of the CBAM with YOLOv5 and
the proposed improved YOLOv5 have both resulted in improvements, with the proposed
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improved YOLOv5 performing better, with a P value of 97.35%, an R value of 96.27%, and
a recognition speed of 0.022 s, equivalent to 44 FPS. These metrics meet the research scope.
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Table 3. P, R and recognition speed of different models.

Models P R FPS

YOLOv3 90.89% 86.38% 22
YOLOv5 92.57% 87.41% 41

CBAM-YOLOv5 94.51% 91.61% 44
Improved YOLOv5 97.35% 96.27% 44

Figure 6 contrasts the results before and subsequent to the enhancement. The detection
results of the original YOLOv5 are presented in the left column, whereas the results of
the enhanced YOLOv5 are in the right column. The confidence score is exhibited atop the
bounding box, and the two models ascertain identical categories, which remain unlabeled
in the illustration.
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The two images in the first row show the detection results of two algorithms for
the detection of wooden debris. It can be seen that the improved YOLOv5 has a higher
recognition confidence for large debris. The two images in the second row show the
detection results of the two algorithms for anchor bolts. After introducing the MSAM, the
improved YOLOv5 enhances the model’s ability to extract foreign object features, and the
anchor bolts are accurately identified without any missed detections. The recognition effect
is better than that of the original YOLOv5.

4.3. Effects of the Ablation Experiments

The efficacy of image augmentation, the MSAM, and DWconv in enhancing YOLOv5
was assessed by conducting a series of ablation experiments. The experiments consisted of
five distinct groups, namely the original YOLOv5, image processing, the MSAM, DWconv,
and the enhanced YOLOv5 that was optimized with all three factors. The study employed
identical equipment and the same dataset for the experiments, and the outcomes of the
ablation experiments are presented in Table 4.

Table 4. Results of the ablation experiments.

Factors P R FPS

Original YOLOv5 92.57% 88.41% 41
Adding image processing 93.62% 90.89% 41

MSAM 98.74% 97.53% 40.1
DWconv 91.39% 87.79% 46.8

Improved YOLOv5 97.35% 96.27% 44

The ablation experiments show that image processing significantly increases the detec-
tion accuracy of foreign objects on belt conveyors, producing a more well-defined outline
and resulting in an increase in the P and R indicators of 1.05% and 2.48%, respectively. The
model architecture is left unaltered, and the FPS is unaffected. In addition, the addition
of the MSAM to YOLOv5 improves the model’s ability to extract features and gives it
more protection against disruptive noise brought on by redundant features. It became the
most successful ablation experiment group when the P and R indices increased by 6.17%
and 9.12%, respectively, in comparison to the initial YOLOv5. Nevertheless, adding this
module also leads to an increase in computational complexity, which makes a slowdown
in recognition speed inevitable. Further, DWconv, a lightweight convolutional neural
network, can produce results that are nearly on par with those of conventional convolution
networks while using fewer calculations and parameters. In YOLOv5, the FPS is increased
to 46.8 frames/s when convolution networks are replaced with DWconv, with just a slight
decrease in P and R of 1.18% and 0.62%, respectively. This is because, compared to tra-
ditional convolutions, DWConv has a significantly reduced number of parameters. This
may result in a slightly reduced ability to extract features from the model, but, at the same
time, it brings about a significant increase in computational efficiency. Given the trade-off
between accuracy and efficiency, this kind of accuracy loss is acceptable. By incorporating
the MSAM and DWconv modules, the enhanced YOLOv5 model has achieved remarkable
advancements in both accuracy and recognition speed. In the conducted experiment, the
model demonstrated outstanding performance by attaining an impressive accuracy (P) of
97.35% and a recall rate (R) of 96.27%. Additionally, the model exhibited a recognition speed
of 0.022 s, which is equivalent to processing 44 frames per second. These findings provide
compelling evidence for the high performance and practicality of our proposed model
in object detection tasks. Our analysis reveals a significant improvement in the precision
(P) and recall rate (R) indicators, which increased by 4.78% and 7.86%, respectively, when
compared to the initial YOLOv5 model.
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5. Conclusions

This study aimed to tackle the difficulties of foreign object detection on belt conveyors
in coal mines, which are exacerbated by complex background conditions, diverse object
classes, unclear images, and the inability to station high-performance servers underground.
To this end, we have proposed an improved YOLOv5 model with the aim of enhancing
the object detection algorithm. Our model’s effectiveness was confirmed by experimental
findings, which showed a notable increase in accuracy and recognition speed. The following
findings were deduced from this study:

(1) Comparative experiments have revealed that the incorporation of the multi-scale
attention module (MSAM) within the YOLOv5 model can significantly enhance its feature
extraction ability and resistance to redundant features. The improved model demonstrated
an increase in precision (P) and recall rate (R) by 1.94% and 4.2%, respectively, compared to
the initial YOLOv5 model. This underscores the crucial role of attention mechanisms in
enhancing the performance of object detection tasks.

(2) Introducing lightweight convolutional neural networks (DWconv) to enhance
computational efficiency has resulted in a significant increase in the model’s frame rate (FPS)
to 46.8 frames/s, while only marginally reducing the P and R indicators. These findings
indicate that a balance has been achieved between accuracy and efficiency. Although the
accuracy loss is acceptable, we posit that the model’s recognition speed has improved
significantly, thereby enhancing real-time performance in practical applications.

(3) The efficacy of the model improvement was verified through ablation experiments.
The results displayed that image processing techniques significantly improved the detection
accuracy of foreign objects on conveyor belts, while the introduction of the MSAM had a
more notable impact on model performance, increasing the precision (P) and recall rate (R)
metrics by 4.78% and 7.86%, respectively, compared to the initial YOLOv5.

(4) By integrating the MSAM and DWconv, the improved YOLOv5 model achieved
significant improvements in accuracy and recognition speed. In the experiment, our model
achieved a precision (P) of 97.35% and a recall rate (R) of 96.27%, with a recognition speed
of 0.022 s, equivalent to a processing capacity of 44 frames per second. These results
demonstrate that our proposed model has high performance and practicality in object
detection tasks.
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