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Abstract: Intelligent manufacturing workshop uses automatic guided vehicles as an important logis-
tics and transportation carrier, and most of the existing research adopts the intelligent manufacturing
workshop layout and Automated Guided Vehicle (AGV) path step-by-step optimization, which leads
to problems such as low AGV operation efficiency and inability to achieve the optimal layout. For
this reason, a smart manufacturing assembly line layout optimization model considering AGV path
planning with the objective of minimizing the amount of material flow and the shortest AGV path is
designed for the machining shop of a discrete manufacturing enterprise of a smart manufacturing
company. Firstly, the information of the current node, the next node and the target node is added
to the heuristic information, and the dynamic adjustment factor is added to make the heuristic
information guiding in the early stage and the pheromone guiding in the later stage of iteration;
secondly, the Laplace distribution is introduced to regulate the volatilization of the pheromone in the
pheromone updating of the ant colony algorithm, which speeds up the speed of convergence; the
path obtained by the ant colony algorithm is subjected to the deletion of the bi-directional redundant
nodes, which enhances the path smoothing degree; and finally, the improved ant colony algorithm
is fused with the improved dynamic window algorithm, so as to enable the robots to arrive at the
end point safely. Simulation shows that in the same map environment, the ant colony algorithm
compared with the basic ant colony algorithm reduces the path length by 40% to 67% compared to
the basic ant colony algorithm and reduces the path inflection points by 34% to 60%, which is more
suitable for complex environments. It also verifies the feasibility and superiority of the conflict-free
path optimization strategy in solving the production scheduling problem of the flexible machining
operation shop.

Keywords: intelligent manufacturing shop; automatic guided vehicle; genetic algorithm; machining
shop; scheduling optimization algorithm

1. Introduction

With the rapid development of information technology, Industry 4.0 and the Industrial
Internet of Things (IoT) have generally come into view, and traditional manufacturing
companies are also transforming into smart manufacturing companies. Intelligent man-
ufacturing is the core technology of the new round of industrial revolution and is the
main direction of “Made in China 2025” [1]. Intelligent manufacturing is a new type of
production mode and manufacturing technology formed by the deep integration of ad-
vanced manufacturing technology with new generation information technology and new
generation artificial intelligence [2]. The core application of intelligent manufacturing is
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mainly reflected in three aspects, intelligent factory, intelligent production and intelligent
logistics [3]. With the development of information technology and new changes in the
manufacturing production environment supported by intelligence, intelligent technologies
such as robots, stand-up storage and Automated Guided Vehicles (AGV) are gradually
applied to the new production environment of manufacturing enterprises and become an
indispensable part of the production of intelligent factories. At the same time, the produc-
tion system is studied through computer intelligence methods to obtain environmental
information and resource status, to achieve the interconnection of man, machine and ob-
ject, and to promote the further development of intelligent manufacturing [4]. Intelligent
manufacturing and intelligent material transport mode material will gradually replace
the traditional artificial forklift handling things, such as the use of AGV for workshop
material transport. Comprehensive application of AGV can greatly improve the production
efficiency of enterprises and manufacturing system flexibility and flexibility, so as to achieve
intelligent manufacturing workshop automation. Therefore, the manufacturing industry
from the traditional mode to digital, intelligent transformation process in the new factory
layout should be considered the optimal path of AGV.

Regarding the production logistics system problem of intelligent manufacturing
companies, Lu Zhiyao, Zhuang Zilong, Huang Zizhao and Qin Wei proposed a multi-
intelligence-based production logistics system framework, which has real-time intelligent
decision-making ability to solve the order scheduling and the path selection of AGVs in the
production process [5]; some scholars have also applied the system simulation software
such as Flexsim, Arena, Witness and other system simulation software to model and sim-
ulate the various links in production logistics, to find the bottleneck link, and optimize
the system by adjusting the parameters, in order to achieve such goals as the highest
efficiency, the lowest cost and the best service [6,7]. As an important pillar of the national
economy and the manufacturing industry, advanced manufacturing technology represents
a country’s science and technology and industrial strength. In the fierce competition of
the globalized market and the continuous updating of manufacturing technology, modern
manufacturing is faced with a variety of customer demands such as single piece, small
batch, personalized customization, etc., which requires continuous innovation of new forms
of production to meet the needs of customers. Therefore, flexible manufacturing models
such as agile manufacturing, just-in-time manufacturing, and smart manufacturing have
been continuously proposed by the industry. Automated guided vehicles have both semi-
automated and fully automated transport operations, which automate material handling
and loading and unloading [8]. At present, automated guided vehicles have been widely
used in various aspects of automated warehousing, logistics handling, and intelligent man-
ufacturing workshops. In order to meet the operation tasks of intelligent manufacturing
workshops, the research on the scheduling optimization of automatic guided vehicles has
become a hot issue. The scheduling problem faced by manufacturing companies in real
production is the Flexible Job-shop Scheduling Problem (FJSP), which was first proposed
by Brucker et al. [9]. The system integrated by flexible job shop, material transport system,
automatic loading and unloading system and information control system is also called the
flexible manufacturing system. Therefore, the flexible job shop scheduling problem of the
flexible manufacturing system is an extension of the classical job shop scheduling problem,
which also belongs to the NP-Hard problem.

The implementation of smart manufacturing in manufacturing companies is a combi-
nation of technologies and practices for sensing, instrumentation, monitoring, control and
process optimization that integrate information and communication technologies with man-
ufacturing environments to enable real-time management of energy, productivity and costs
in manufacturing plants and enterprises [10]. Reasonable AGV operation path planning
is an important factor affecting the operational efficiency of the intelligent manufacturing
workshop, meaningless repetitive operation paths and disorderly path planning not only
reduce the operational efficiency of the intelligent manufacturing workshop but also increase
the mechanical wear and tear of the AGV. Therefore, it is of great practical significance to
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study the scheduling problem of AGVs in intelligent manufacturing workshops. Traditional
path planning algorithms include intelligent and classical algorithms: common intelligent
algorithms include the artificial potential field method [11], artificial bee colony algorithm [12],
genetic algorithm [13] and particle swarm algorithm [14]. Among them is the artificial po-
tential field method in the case of gravitational force and repulsive force of equal magnitude
and opposite direction, and there will be the problem of the target being unreachable [15];
the genetic algorithm has the problem of slow convergence and easy to fall into the local
optimal solution; the particle swarm algorithm is simple, but the late convergence speed
is slow and easy to fall into the local optimal solution [16]. Common classical algorithms
include the A* algorithm [17], Dijkstra algorithm [18], etc. Among them, the A* algorithm
has relatively high efficiency of algorithm operation in simple environments, but in relatively
complex maps, the A* algorithm stores many useless nodes, which increases the storage cost
and reduces the efficiency of the algorithm [19]. A novel Automated Guided Vehicle (AGV)
Energy Efficient Scheduling Problem with Release Time (AGVEESR) has also been considered
from a green manufacturing perspective to simultaneously optimize the three objectives of
energy consumption, number of AGVs in use and customer satisfaction [20]. There are also
scholars who study the battery-constrained Automated Guided Vehicle (AGV) scheduling
problem using adaptive large neighborhood search algorithms and linear programming to
solve industry-scale instances [21]. Other scholars have studied the AGV scheduling problem
with multiple bi-directional paths to generate conflict-free routes and proposed a heuristic
algorithm to generate conflict-free routes A two-stage greedy heuristic algorithm was de-
veloped to obtain a satisfactory solution in a short period of time [22]. Some scholars have
considered a multi-AGV scheduling approach (MASA) with allocation rules and devised a
stage conflict avoidance approach to generate conflict-free work routes for AGVs in automated
warehouses with multiple workstations [23]. Some scholars have also designed a two-level
genetic algorithm based on the spatio-temporal greedy strategy to schedule tasks and resolve
conflicts to focus on the integrated scheduling of horizontal transportation equipment and
loading/unloading equipment as well as the path planning of AGVs [24]. Traditional job shop
scheduling problems do not consider AGVs but only factors such as production equipment
and product processes, and scheduling solutions are idealistic. These scheduling schemes
are basically divided into two categories: the first one, which only considers the availability
of production equipment resources, does not take into account the time required for the
transfer of workpieces, and starts the processing of the next workpiece immediately after the
completion of the current workpiece, which is obviously not in line with the actual situation
in the workshop; the second one, which combines the transport time of workpieces and the
processing time into consideration, which is more reasonable, but does not take into account
the number of workers responsible for transporting workpieces required for the completion
of the workpiece to meet this scheduling scheme. The second is to combine the transport
time and processing time, which is more reasonable but does not take into account the num-
ber of workers responsible for transporting the workpiece to complete such a scheduling
programmer. If we want to meet this scheduling program, we need to make the workers
responsible for transporting the workpiece, the vehicle or the AGV must be present at the
time of completion of the workpiece, and at the same time send the workpiece in accordance
with the predetermined time and route to the next processing point without missing a single
point; therefore, this kind of scheduling programmer is not in line with the actual situation
without taking into account the transport cost. Therefore, the best solution is to involve both
AGVs and production equipment in the scheduling process.

Intelligent manufacturing, as the most advanced flexible manufacturing system to-
day, relies mainly on AGVs to undertake the transport of workpiece processes. AGVs, as
equipment resources, can be studied for scheduling alone or together with production
equipment, according to the framework and research content of this paper. AGV schedul-
ing and production equipment scheduling problems will be studied simultaneously. The
simultaneous scheduling of AGVs and production equipment is taken into account along
with path planning, path conflict problems, and transport time, which together form the
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integrated scheduling problem. The flexible manufacturing system scheduling problem
studied in this paper takes the AGV scheduling and path planning problems into consider-
ation at the same time, which is a typical integrated scheduling problem. In the flexible
manufacturing system, AGV belongs to the material transport system in the transport
equipment resources. In the manufacturing industry in many areas of wide application,
the use of AGV as a means of transport has become the norm. The use of AGV as a means
of transport of the manufacturing system has a high degree of flexibility, high reliability,
high efficiency and so on, and can be very good to meet the current multi-species and
small batch and personalized customized production of the transport needs. In a process
plant, where production equipment is idiosyncratic and different equipment can process a
limited number of different processes, there is no differentiation between AGV resources,
which can be responsible for the transport of any process. The number of AGVs also has a
significant impact on the maximum completion time of a production task. At the same time,
AGVs are expensive, so it is important to determine the number of AGVs in the system.
The job shop capacity of the manufacturing system is limited, so the path is also limited. If
we only consider a certain side, these analysis and estimation models are unscientific and
the production equipment and AGV scheduling, delivery deadlines, path planning and
path conflict and other factors should be taken into account to finally obtain the value of
the number of AGVs. In this paper, the path planning of logistics robot-AGV is simulated
by using the raster method, which is used to establish the robot moving environment, and
combined with the ant colony algorithm to simulate the swarm intelligence algorithm.
The ant colony algorithm is a bionic algorithm based on the concentration of pheromone
in the map, which has good robustness; however, the ant colony algorithm has the prob-
lems of slow convergence and easy to fall into the local optimal solution. The ant colony
algorithm and the forbidden search algorithm are the more widely used types of heuris-
tic algorithm applications. The ant colony algorithm has more global search capability
and higher computational efficiency compared to the forbidden search algorithm. The
genetic algorithm has strong applicability in solving vehicle path problems and can solve
the complex Vehicle Routing Problem (VRP) well, and it is widely used by domestic and
foreign scholars due to its good solution performance [25]. Table 1 shows a summary of the
advantages, disadvantages and applicability of five common modern heuristic algorithms.
Ant colony optimization algorithm is a positive feedback swarm intelligent optimization
algorithm, which has the advantages of parallelism, strong robustness, adaptability, and
easily combining with other algorithms. However, the convergence speed of this algorithm
is relatively slow, making its solution tend to be a solution of local optimization. In this
paper, an improved ant colony algorithm is proposed. Firstly, a suboptimal solution path is
obtained by the traditional ant colony algorithm, and the initial pheromone concentration
of the nodes around this path is defined in a linearly decreasing manner; secondly, the
heuristic function is redefined so that the algorithm can quickly obtain an optimal solution
path during execution. The turning factor is introduced and the volatility factor is defined
as a quantity that changes with the number of path-finding iterations of a group of ants to
improve the algorithm’s search efficiency.

Table 1. Comparison of the characteristics of modern heuristics.

No. Algorithm Type Advantage Disadvantage Scope of Application

1 Ant colony algorithm

Good positive feedback
mechanism and easy
association with
other algorithms.

Long search time, need to
constantly adjust variables,
slow solution speed.

It is applicable to
multi-objective
optimization problems.

2 Simulated annealing algorithm
High robustness, parallel
processing at
multiple constraints

The accuracy of the results is
not high and the running time
is long and inefficient.

Applicable to the modification
of existing path problems
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Table 1. Cont.

No. Algorithm Type Advantage Disadvantage Scope of Application

3 Particle swarm algorithm

The algorithm is simple
and fast to compute, with
strong global
search capability.

It is not applicable to discrete
problems and tends to
converge prematurely.

Solved in combination with
other algorithms.

4 Taboo search algorithm
Strong local search ability,
prone to premature
convergence.

The solution is complex,
computationally inefficient,
and dependent on the initial
solution obtained.

Solving large-scale problems.

5 Genetic Algorithm
High computational
efficiency and strong
bureau search capability.

Poor local search capability. VRP and other complex
realities that fit the problem.

2. Problem Description and Basic Assumptions
2.1. Problem Description of AGV Integrated Scheduling in Intelligent Manufacturing Flexible
Machining Job Shop

Assuming that there are m sets of machining equipment and w sets of AGVs with
the same transport capacity in the flexible machining workshop that need to complete the
machining tasks of n different workpieces, the machining task of each workpiece consists of
multiple machining processes and the degree of automation of the machining equipment in
the workshop is relatively high, and each piece of equipment can also complete a number
of different processes for different workpieces so that each process can be completed by
a different piece of machining equipment, but the time required to complete the same
machining process for different machining equipment is different. Therefore, each process
can be completed by different processing equipment, but for different processing equipment
to complete the same processing process requires different amounts of time. The layout of
the flexible machining workshop is simulated with a topological map as shown in Figure 1.
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Figure 1. Layout of flexible machining workshop. Figure 1. Layout of flexible machining workshop.

In order to ensure the spatial possibility of AGVs, the environment map is divided
into regions according to the width of the workshop road, as shown in Figure 2, where
the dashed positive box represents the node region in the map, and the dashed long box
represents the road section region in the map. The AGVs always travel along the centerline
of the road, and only one AGV can travel in the same node region at the same time.
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In order to make the constructed model more scientific and reasonable on the basis
of conforming to the actual situation of the workshop, the following assumptions and
explanations are put forward:

(1) Each machine in the flexible workshop can only process one workpiece at a time;
(2) There is no sequence constraint for the processes between different workpieces;
(3) Each process of a workpiece can only be processed on one machine and cannot be

split and processed on two machines;
(4) The loading time and unloading time of the processes are included in the processing

time of each process;
(5) The AGV travels at a constant speed in the system, and the traveling time already

includes the time used for turning and passing the crossroads;
(6) Each AGV has a cache of 1. It loads goods at the starting point and unloads them at

the endpoint, so each cart is responsible for only one workpiece transport task at a
time;

(7) The AGV plans the distribution path and transports the goods to the end point of the
task. After completing a distribution task, the AGV plans the return path back to the
starting point to take the next task;

(8) The AGV has enough range throughout the simulation time period without consider-
ing the charging problem and failure problem;

(9) AGV transport and equipment processing process cannot be interrupted to ensure
the continuity of transport and processing, in the environment map, so the roads are
two-way single lane;

(10) There is a buffer zone at the starting point of the AGV and the raw material on-line
node of each production line, which can accommodate multiple AGVs;

(11) The AGVs load and unload goods at the starting point and the endpoint at the buffer
zone of the node, without occupying the node space;

(12) The AGV can travel in both directions without turning around and can complete
90-degree differential steering with a fixed single steering time.

2.2. Objective Function Construction

When AGVs perform production scheduling tasks, different path planning choices
have a great impact on the completion time, so the time wastage and resource wastage due
to regulating path conflicts are minimized in the path planning stage. The mathematical
model established in this paper takes the shortest total traveling time of all AGVs as the
objective function, since the vehicle travels at a uniform speed, then the shortest time also
means the shortest path at the same time, and similarly consumes the least amount of
resources and has the lowest delay cost.

For the multi-AGV dynamic path planning problem, the objective function should be
the minimum total time spent for all distribution tasks, as shown in Equations (1)–(4).

min Ct =
m

∑
i=1

ti (1)
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ti = tPn
out + tld − Tpush (2)

{
tP
in = Tbegin

tP
out = tP

in +
LP+LV

2V
(3)

{
tPi
in = tP

out +
L1−Lp−Lv

V
tPi
out = tPi

in +
LP+LV

V
(4)

where Ct is the total time for all tasks to be completed, m is the number of AGVs, ti is the
time spent by AGVi in the process of completing the task, tpn

out is the last node departure
time of AGVi in the planning path, tld is the time of loading or unloading goods during one
task of the AGVs, Tpush is the time of the task’s issuance, tpi

in denotes the time of the AGV’s
entry into node pi, and, tpi

out denotes the time of AGV’s departure from node pi, and Tbegin
denotes the time of AGVs starting traveling after accepting a task. Time, tpiout denotes
the time when AGV leaves node pi, Tbegin denotes the time when AGV starts traveling
after accepting a task, and the meanings of the rest of the time variables can be deduced by
analogy. Lp is the edge length of the node region, Lv is the edge length of the node region,
and v is the uniform traveling speed of AGV.

Finally, the multi-AGV path planning model needs to satisfy the following constraints:
the environment map is a bidirectional channel, only one AGV can be traveling in the same
region at the same time, so that no opposite direction conflict and no node conflict can
occur in any section area.

3. Algorithm Design and Optimization

In this paper, a two-dimensional raster map model is constructed through MATLAB
to simulate the two-dimensional planar structure of the machine processing and manufac-
turing workshop of intelligent manufacturing operations, determine the fixed obstacles
and dynamic obstacles, and solve the shortest path by improving the ACO algorithm based
on the traditional ACO algorithm.

3.1. Environmental Modeling—Raster Map Model

The AGV path planning problem is one of the most frequently encountered problems
in the production scheduling process of the job shop. Before solving the path planning
problem, it is first necessary to model the job shop layout of the system and choose a suitable
map type to simulate the shop layout map. The raster method has simple, efficient and
good applicability; this paper uses the raster method to establish the mobile environment of
AGVs. Raster maps were proposed by Howden in 1968, by assigning different values to the
2D grid in order to simulate the paths of the shop floor, the 2D positional relationships of the
production equipment [26]. The raster map transforms the physical map of the workshop
into a grid of equal neighboring areas and assigns values of 1 or 0 to the grids, representing
feasible and infeasible areas. The number “1” is used in the coding to represent an obstacle
square, which is visualized as a black grid, and the number “0” is used to represent a
non-obstacle square, which is visualized as a white grid. Each grid is numbered from
bottom to top and left to right. Assuming that the raster map is C rows and N columns,
and the length of each raster is a, the position corresponding to the i-th raster is obtained
by Equation (5). The position of the coordinates in the raster corresponds to the position of
the serial number as shown in Figure 3.{

x = a×
[
mod(i, n)− a

2
]

y = a×
[
C + a

2 − ceil( i
C )
] (5)
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3.2. Traditional Ant Colony Algorithm

The ant colony algorithm is a meta-heuristic algorithm that achieves optimal path
selection by simulating the information interaction between the ant colony and the en-
vironment, which has the characteristics of self-organization, distribution and positive
feedback. The ACO algorithm defines the initial pheromone concentration τij, denoting the
pheromone concentration from node i to node j. The initial pheromone concentration of the
traditional ACO algorithm adopts a uniform distribution in the implementation process.
Set the probability that Pk

ij(t) transfers ant m from node i to node j at time t, that is, the AGV
path selection tendency, that is, the path selection probability. The ant colony algorithm is
used to select the next node to be moved, as shown in Equations (6) and (7).

Pk
ij(t) =


[τij(t)]

α
[ηij]

β

∑
s∈allowedm

[τis(t)]
α [ηis(t)]

β s ∈ allowedm

0 s /∈ allowedm

(6)

ηij =
1

dij
(7)

where ηij is the value of inspired information from node i to node j point, and its value is
the inverse of the distance between the two raster points; a is the pheromone guiding factor;
β is the inspired information guiding factor; and allowedm is the set of movable rasters
around raster point i.

After the ant colony completes one iteration completion, there will be pheromone
residue on each path, in order to obtain diversity of solutions and high-quality solutions,
the pheromone is updated according to Equations (8)–(10):

τij(t + 1) = (1− ρ)τij(t) + ∆τij (8)

∆τij =
n

∑
k=1

∆τk
ij (9)

∆τk
ij =

{
Q
Lk

The k-th ant passes through point (i , j)
0 the rest

(10)

where ρ is the pheromone volatilization factor, ρ ∈ (0, 1), ∆τij is the pheromone incre-
ment at point (i, j) after the ant completes a cycle; ∆τk

ij is the pheromone increment at
point (i, j) after the ant k completes a cycle, which is updated according to Equation (10);
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Lk is the distance that the k-th ant passes through the node (i, j); and Q is the pheromone
enhancement coefficient, which is a constant.

3.3. Improvement of the Ant Colony Algorithm

(1) Improve the initial pheromone

In the traditional ant colony algorithm, the initial pheromone concentration of each
grid is uniformly distributed as 0, which makes the ant colony algorithm have a great
blindness in the early operation and greatly reduces the efficiency of the algorithm. In order
to prevent the algorithm entering into premature maturity, set the pheromone concentration
of the unpassed raster nodes to 0.01. Then, there are

τ(i) =
count(i)

∑
i=1

c1 × d(p, i) + 1 (11)

where τ(i) is the pheromone concentration of the raster node i, c1 is a constant less than 0,
p is the passing raster node, i is the raster node around node p, count(i) is the sum of the
number of rasters from the current node p to the surrounding feasible nodes i, and d(p, i) is
the Euclidean distance from node p to node i.

(2) Introduction of turning factor

The traditional ant colony algorithm only considers the cost problem brought by the
path length when updating the pheromone and does not take into account the number of
turns of the actual logistics robot in the execution process, which reduces the efficiency of
the AGV. In this paper, we propose a pheromone updating method that incorporates the
number of turns. The number of turns of the AGV in the execution process corrects the
definition of the pheromone concentration increase ∆τk

ij, as shown in Equation (12).

∆τk
ij =

{
Q

c2×Lk+c3×Tk
j ∈ Ci

0 the rest
(12)

where c2 is the path length influence factor, c3 is the turn factor and Tk is the sum of the
number of turns made by ant k from the starting point to the endpoint.

(3) Improvement of volatility coefficient

The pheromone volatility coefficient of the general ACO algorithm is a constant. The
pheromone concentration required at each stage is not the same, too much pheromone
concentration accumulation (ρ value is small) is easy to accelerate the convergence, but
it is easy to make the calculation results fall into the local optimum; if the pheromone
concentration accumulation is not enough (ρ value is large) is not conducive to the path
searching, increasing the algorithm running time. In order for the ACO algorithm to jump
out of the local optimum, the improved pheromone volatility coefficient ρ is:

ρ(k) =
1

2b
exp(−|k− µ|

b
) (13)

where k obeys the Laplace distribution for the parameters b and µ, where k is the number
of iterations of the algorithm; b is the scale parameter; and µ is the position parameter.

3.4. Improvement of Ant Colony Algorithm Process

The improved ACO algorithm mainly improves the initial pheromone concentration,
the increase in pheromone concentration and the volatility factor on the basis of the tradi-
tional ACO algorithm, so as to improve the execution efficiency of the algorithm. The flow
of the improved ACO algorithm is shown in Figure 4.
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4. Experiments and Analyses

In order to verify the effectiveness and feasibility of the proposed improved ACO
algorithm, this section performs a simulation to verify the improved algorithm. The
algorithm runs on Windows 10 (64-bit), Core i5-10210U CPU 3.5 GHz; 8 GB of memory on
MATLAB software for simulation comparison. In this experimental simulation, the relevant
parameters in the path planning algorithm model are set as shown in Table 2, all the time
units in the simulation parameters and results are seconds, and the simulation start time is
set to 0 s. The digital workshop model obtains the running status of AGV equipment in
the actual workshop through data communication and other means, and displays it in the
interface in real time, as shown in Figure 5.
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Table 2. Experimental parameter settings.

Parameter Name Parameter Value Parameter Name Parameter Value

Side length of node area LP (m) 4 AGV Single steering extra time/∆τr (s) 3

Length of AGV body/LV (m) 2 single loading and unloading time/tld (s) 30

AGV uniform traveling speed/v (m) 1 Number of AGVs in the workshop (pcs) 8

Iteration number/K 50 Pheromone-inspired factor/α 1

Ant colony size/M 50 Expectation heuristic factor/β 2

Pheromone volatilization coefficient/ρ 0.85 Dynamic volatility factor control parameter/σ 0.95

Minimum residual coefficient/min 0.35 Grid side length/cm a 1
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Firstly, a 20 × 20 map is randomly generated to compare the maps and the number of
iterations of the traditional ACO algorithm, the algorithm of the literature [27] (above the
improved ACO Algorithm with potential field) and the improved ACO algorithm in the actual
path planning, and then the comparisons of the indexes are derived. Figures 6 and 7 show the
actual path planning and the number of iterations (20× 20 maps) of the traditional ant colony
algorithm, the algorithm of literature [27] (above the improved ACO Algorithm with potential
field) and the improved ant colony algorithm. Table 1 shows the comparison of various path
metrics for the simulation of 20 × 20 map simulation generated by the simulation.
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Figure 7. Number of iterations of traditional ACO algorithm, the improved ACO Algorithm with
potential field and the algorithm proposed in this paper (20 × 20 maps): (a) Number of iterations
of traditional ACO algorithm; (b) Number of iterations of improved Ant Colony Algorithm with
potential field; (c) Number of iterations of the algorithm proposed in this paper.

From Table 3, we can draw some conclusions as follows: the traditional ant colony
algorithm moves only 6.1% more distance on the path length compared to the improved
ant colony algorithm, although the improved ant colony algorithm is not very obvious
in shortening the effect of the path length, but the number of iterations compared to the
traditional ant colony algorithm and the algorithm of the literature [27] (above the improved
ACO Algorithm with potential field) is reduced by 70%, 59%, and in the number of turns is
reduced by 60% and 34%, respectively. The improved ant colony algorithm has a significant
reduction in the number of iterations and the number of turns, which greatly improves the
algorithm and the actual work efficiency of the AGV in the job shop.

Table 3. Comparison of various path indicators for 20 × 20 maps.

Algorithm Path Length Number of Iterations Number of Turns Initial Path Length

The traditional ACO algorithm 30.3848 80 15 44.6274
Improve Ant Colony Algorithm with potential field 28.6274 69 9 44.8701
The algorithm proposed in this paper 28.6374 10 6 30.7999

In order to verify the objectivity of the experiment, this paper also selected 40 × 40
randomly distributed maps for the experiment. Furthermore, 40 × 40 maps of the path
index comparison are shown in Table 4.

Table 4. Comparison of various path indicators for 40 × 40 maps.

Algorithm Path Length Number of Iterations Number of Turns Initial Path Length

The traditional ACO algorithm 75.3692 110 50 82.9117
Improve Ant Colony Algorithm with potential field 62.0359 110 28 120.4345
The algorithm proposed in this paper 57.8071 34 19 60.9313

By analyzing Tables 3 and 4, it can be seen that the improved ant colony algorithm
can achieve convergence in complex maps without iterating many times compared to the
traditional ant colony algorithm and the algorithm of literature [27] (above the improved
ACO algorithm with potential field). Therefore, the improved ant colony algorithm has
better results in terms of the path length, the number of turns and the number of iterations,
and it is more capable of finding a suitable path than the traditional ant colony algorithm,
and there is no premature phenomenon, which is very good to improve the actual working
efficiency of AGV.

On this basis, the proposed algorithm is verified for its automatic guided vehicle
scheduling optimization efficiency, and the automatic guided vehicle scheduling optimiza-
tion time is taken as an evaluation index, and the shorter its automatic guided vehicle
scheduling optimization time is, the higher the automatic guided vehicle scheduling
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optimization efficiency of the algorithm is. The automatic guided vehicle scheduling opti-
mization time of different algorithms is obtained, and the comparative analysis results are
shown in Table 5.

Table 5. Optimization time of automatic guided vehicle scheduling with different algorithms.

Algorithms

Time (s) Task Points/Unit

1 2 3 4 5 6 7 8 9 10

The traditional ACO algorithm 12.8 17.6 20.6 25.8 29.4 33.2 38.8 42.5 47.6 51.4
Improve Ant Colony Algorithm with potential field 5.6 12.5 15.8 19.5 24.6 29.4 34.5 38.5 42.7 46.2

The algorithm proposed in this paper 5.8 8.6 13.2 16.4 19.3 23.5 27.6 32.8 35.7 38.6

According to Table 5, it can be seen that the automatic guided vehicle scheduling
optimization time of different algorithms increases with the increase in task points. When
the number of task points is 10, the automatic guided vehicle scheduling optimization
time of the algorithm in literature [21] is 46.2 s, the automatic guided vehicle scheduling
optimization time of the traditional ant colony algorithm is 51.4 s, and the automatic guided
vehicle scheduling optimization time of the proposed algorithm is only 38.6 s. It can be
seen that the proposed algorithm’s automatic guided vehicle scheduling optimization time
is shorter, which can improve the efficiency of the automatic guided vehicle scheduling
optimization, and the advantage is more significant as the number of task points increases.
And the advantage is more significant with the increase in the number of task points.

5. Conclusions

In this paper, an improved ant colony algorithm is proposed to improve the distribu-
tion of pheromone concentration, volatilization factor and turn factor, and the experimental
simulation results show that the method has great superiority, which can improve the
actual working efficiency of AGVs, and also make the total turning and moving distance of
AGVs in the operation reach the shortest. Aiming at the status quo that traditional path
planning methods are more difficult to meet the current demand for upgrading the logistics
system of the intelligent workshop, we use the map model of the workshop environment
to fit the real-time road traffic state of the workshop and the occupancy time window of
AGV and other logistics equipment on the map, so that the parameters of the model of the
path planning algorithm can be synchronized with the actual workshop environment at
all times. Based on the improved ant colony algorithm and dynamic adjustment model,
the total task completion time of this paper’s method is reduced compared with other
methods under multiple test conditions, and the conflict adjustment time cost of this pa-
per’s method is reduced compared with the original method under test conditions with
unexpected events. Through theoretical analysis and simulation results, it is confirmed that
the improved algorithm model combined with the improved path planning algorithm has
a better optimization effect on the shop floor AGV path planning problem compared with
the original scheme.

Compared with the traditional ant colony algorithm and elite ant colony algorithm,
the improved swarm algorithm proposed in this paper has a significant reduction in the
number of iterations, better efficiency of searching operation paths, and better performance
of the algorithm in different sizes of rectangular complex environment scenarios.

Compared with the traditional ant colony algorithm, the improved swarm algorithm
reduces the total number of turns by 34% to 60%, and the total movement time by 40%
to 67%, effectively reducing the operation time during the actual operation of AGVs and
reducing the operation cost and mechanical wear and tear.

In this paper, the path planning problem of multi-AGV and the integrated scheduling
problem of job shop are studied to solve the problem of simultaneous scheduling of
AGVs and machining equipment in the manufacturing system, and since there are a lot of
assumptions in the modeling process, there are still a lot of deficiencies in the article that
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need further thinking. In the multi-AGV path planning problem, the research object of
the system is the multi-AGV cart path planning under the integrated control system, in
future research, the research of the AGV path planning problem with distributed control
can be established to realize the information interoperability among AGVs and decide
which AGV waits or passes according to the priority of the transportation task in charge of
each AGV when encountering a path conflict. After realizing the communication function
of multiple AGVs, the transportation task of equipment processing is released in the form
of broadcasting, and the transportation task can be decided which AGV is responsible for
it through the positioning system, simplifying the AGV scheduling problem and making
the flexible manufacturing system more intelligent. The research object of the integrated
scheduling problem of flexible machining job shop is the static job shop scheduling problem,
and it does not consider the dynamic scheduling problems such as equipment status, AGV
status, emergency order insertion, rework, etc. The next step of the research can increase the
stability and dynamic simulation, etc., and the algorithmic strategy of dynamic scheduling
can be researched. Then, the research problem is extended to the multi-shop scheduling
problem, and the dynamic scheduling problem of multi-shop is studied.
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