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Abstract: The stabilization of a permanent magnet synchronous motor using digital controllers
requires the design of both the feedback law and an appropriate sampling frequency. Moreover, the
design approach must be robust against existing uncertainties, such as disturbances and parameter
variations. In this paper, we develop a stabilizing state feedback nonlinear control scheme for the
permanent magnet synchronous motor. Moreover, we consider the case where the feedback signal is
transmitted over a digital platform, and we derive the stabilizing sampling frequency, such that the
stability of the closed-loop system is maintained. We design the controller by emulation, where the
closed-loop stability is first established in continuous time; we then take into account the effect of
sampling. The feedback law consists of two parts: feedback linearization and robust linear quadratic
regulator for the linearized mode. The robustness is achieved by augmenting the state space model,
with additional states representing the tracking errors of the motor speed and the motor current.
Then, to cope with sampling, we estimate the maximally allowable sampling interval to reduce
the sampling frequency while preserving the closed-loop stability. The overall system is modeled
as a hybrid dynamical system, which allows handling both the continuous-time and discrete-time
dynamics. The effectiveness of the proposed technique is illustrated by simulation and verified
experimentally using a hardware-in-the-loop setup. Upon implementing the proposed approach, the
obtained sampling interval was around 91 ms, making it suitable for digital implementation setups.

Keywords: electric vehicles; hybrid dynamical systems; permanent magnet synchronous motor;
robust control; sampled-data systems

1. Introduction

Electric vehicles (EVs) are viable alternatives to the problems caused by their gas-
powered counterparts, including reduced gas emissions, improved acceleration and energy
efficiency, less maintenance, and compatibility with electric grids [1–4]. In this regard,
the selection of rotary machines that can be used for EVs and the applied control technique
play central roles in the overall performance of EVs. The main factors in selecting these
electric motors include high efficiency, high power density, and low cost. A common solu-
tion for light-duty EV designs meeting these criteria involves the use of permanent magnet
synchronous motors (PMSMs) owing to their compact size and high-power density [5–8].
Beyond motor selection, the control methodology of the PMSM also needs to be carefully
designed in order to ensure optimal and robust performance, which is the point of interest
of this paper.

We consider the scenario where the EV’s PMSM is monitored by analog sensors
for speed and current feedback, while the control signal is generated by a digital plat-
form—typical in practice. As a result, the feedback signals need to be sampled at discrete
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time instants by means of analog-to-digital converters (ADCs) before being sent to the
controller. The appropriate design of the sampling frequency and the feedback law are
crucial to guarantee the desired performance properties. Indeed, if the sampling frequency
is not well designed, it can significantly deteriorate the closed-loop performance or even
destabilize the system. To avoid this issue, it is often assumed that the sampling frequency
can be chosen sufficiently high (Nyquist criterion), which could be a restrictive requirement
in practice. Moreover, this control architecture involves interactions between continuous-
time and discrete-time phenomena, i.e., the closed-loop system has hybrid dynamics, which
require dedicated tools for the modeling and design of control approaches.

In the literature, many control methods for the PMSM have been developed, in-
cluding scalar control [9–11], field-oriented control (FOC) [12–14], direct torque control
(DTC) [15–19], PI control [20–22], and model predictive control (MPC) [23–25]. However,
all these results are developed for either continuous-time or discrete-time cases but are
not adapted for sampled-data implementation. The sampled-data control problem for
PMSM has been studied in only a few works [26–33]. The authors of [26–28] studied
the stabilization of the PMSM under periodic sampling with different control methods,
while [28,29] investigated this problem for output reference tracking. The control design
technique of [30] is based on the passivity approach, while in [31], fuzzy controllers were
designed using the Lyapunov–Krasovskii functional strategy. In [32], the sampled-data
sliding mode controller was constructed; it was based on the symplectic Euler approach.
The controller in [33] was synthesized and based on an extended high-gain state observer.
Compared to those results, we derive an estimate of the minimum stabilizing sampling
frequency while maintaining the closed-loop stability. Moreover, we formulate the problem
as a hybrid dynamical system in order to address both discrete-time and continuous-time
behaviors; this was not conducted in the previously mentioned results. In addition, we
synthesize the feedback law to achieve reference tracking for motor speed and current
rather than stabilization around the origin. To the best of our knowledge, this is the first
work that studies this problem in the framework of hybrid dynamical systems.

We design the controller by emulation, where we first stabilize the overall drive
system in continuous time, and subsequently study the effect of sampling. The feedback
law consists of two parts: nonlinear and linear. The nonlinear component is employed
to decouple the nonlinear terms of the PMSM using the feedback linearization technique.
The linear control action is then activated to provide optimal and robust behavior for the
closed-loop system. The optimal control is based on the LQR method, such that the tracking
errors of the motor speed and the motor current converge to zero, while the control effort is
reduced. The robust control is achieved by augmenting the state vector with additional
states representing the tracking errors, allowing for zero steady-state errors against external
disturbances and parameter uncertainties. Next, we take into account the effect of sampling
and we provide an estimate of the lower bound of the sampling frequency that maintains
the closed-loop stability/performance. The result is based on the well-known technique
in [34,35], which we adapt for the PMSM application. The approach has been tested under
different operating conditions, including:

• Constant speed with variable load torque: The reference speed trajectory is fixed while
the torque disturbance varies along the simulation time window;

• Variable speed with constant load torque: The load disturbance is fixed while different
step references for motor speed are given;

• Variable speed with variable load torque: The above two cases are combined in
this implementation.

In all theoperating conditions, the PMSM shows satisfactory output response where
the required speed reference is tracked in minimal time despite the load disturbances.

The closed-loop system includes interactions between discrete-time and continuous-
time phenomena (i.e., a hybrid dynamical system). To account for such combined behaviors,
the system is modeled using the hybrid framework of [36], as in [37,38]. Then, we pro-
vide sufficient conditions to guarantee the stability of the closed-loop system. After that,
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the proposed approach is demonstrated by simulation and verified on an experimental
setup using hardware-in-the-loop. The simulation results and the experimental verification
are both consistent with the stability analysis, justifying the proposed approach.

The contribution of this work is as follows:

• An optimal nonlinear control method is proposed for PMSM, which is robust against
load disturbances;

• The minimum stabilizing sampling frequency is derived for the sampled-
data implementation;

• The overall drive system modeling is formulated as a hybrid dynamical system to
deal with discrete-time and continuous-time behaviors.

By following the emulation approach, a stabilizing feedback law is first synthesized in
continuous time. Then, the sampling effect is considered and the hybrid dynamical model
is derived. Afterward, sufficient conditions are provided to derive the maximum allowable
sampling interval and preserve the closed-loop stability. Finally, closed-loop stability is
analyzed by using appropriate Lyapunov functions to validate the design procedure.

The remainder of the paper is organized as follows. Preliminaries are presented
in Section 2 and the problem formulation is stated in Section 3. The design of the con-
trol method and the derivation of the stabilizing sampling frequency are presented in
Sections 4 and 5, respectively. The simulation results are presented in Section 5 and verified
experimentally, as shown in Section 5. Conclusions are presented in Section 8.

2. Notation and Preliminaries

The sets of both real numbers and positive real numbers are represented by the symbols
R and R≥0, respectively, and the set of positive integers is denoted by N. The maximum and
minimum eigenvalues of a real matrix A are, respectively, denoted by λmin(A) and λmax(A).
The transpose of matrix A is written as AT . For vectors x ∈ Rnx and y ∈ Rny , the notion
(x, y) represents [xT , yT ]T . The Euclidean norm of a vector x ∈ Rnx is written as |x| :=

√
xTx

and the Euclidean norm of a matrix A ∈ Rn×m is given by |A| :=
√

λmax(AT A).
For a dynamical system with continuous-time evolution ẋ = F(x) and discrete-time

behavior x+ ∈ G(x), the formulation of the hybrid dynamics using the framework of [36]
is given by

ẋ = F(x) x ∈ C, x+ ∈ G(x) x ∈ D, (1)

where C and D denote the flow set and the jump set, respectively. The time domain at
which the solution of (1) is defined is called the hybrid time domain.

3. Problem Formulation

The dynamic of the PMSM, which is considered to be the main driver of the EV, is
derived before going through the specifics of the control system that is proposed. There
are two frames used to derive the dynamic model of the PMSM: the stationary reference
frame [39] and the synchronous reference frame [40,41]. Considering the complexities and
time-variance of the stationary reference frame, we use the dq-axis synchronous reference
frame, in which the voltage and current variables are constant values. The following
relations represent the mathematical dynamic model of the PMSM in dq-axis coordinates
through the conversion of the three-phase to two-phase using the Park transformation [42].
The equivalent circuit of the PMSM is shown in Figure 1.

The stator voltage equations can be represented by

uds = Rsids + pλds −ωeλqs

uqs = Rsiqs + pλqs + ωeλds,
(2)

where (uds, ids), (uqs, iqs) are the stator voltage and current in the d-axis and q-axis, re-
spectively, Rs is the stator resistance, p is the derivative term, λds, λqs are the d-axis and
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q-axis flux linkages, and ωe is the electrical rotating speed. The dq-axis stator flux linkage
equations are

λds = Lsids + λm, λqs = Lsiqs, (3)

where Ls is the stator inductance and λm is the permanent magnet flux linkage. Meanwhile,
the mechanical equation, including the developed torque equation, is given by

Td =
2
3

P
2

λmiqs = T` + J
π

30
dNm

dt
+ B

π

30
Nm, (4)

where Td is the developed torque, P is the number of poles, T` is the load torque, J is the
shaft moment of inertia, Nm is the rotor rotating speed, and B is the coefficient of friction.
Upon substituting (3) and its derivative into (2), we can formulate the final dynamic model
of the PMSM. This model is based on the outcome of these two equations post-substitution
and (4). The model is presented as follows:

d
dt

ids = −
Rs

Ls
ids +

Pπ

30
Nmiqs +

1
Ls

uds

d
dt

iqs = −
Rs

Ls
iqs −

Pπ

30
Nmids −

Pπ

30
λm

Ls
Nm +

1
Ls

uqs

d
dt

Nm =
45Pλm

π J
iqs −

P
J

Nm −
30
π J

T`.

(5)

For convenience, we denote (x1, x2, x3) := (ids, iqs, Nm) as the state vector, and
(u1, u2) := (uds, uqs) as the control input vector. Then, the previous model can be written as

ẋ1 = −a11x1 + a12x2x3 + b1u1

ẋ2 = −a21x2 − a22x1x3 − a23x3 + b2u2

ẋ3 = a31x2 − a32x3 − cT,

(6)

where constants a11, a12, . . . a32 and constants b1, b2, c are defined by the corresponding
terms in (5). We assume that the full state measurement is available for feedback and
we follow similar techniques in the literature to treat the load torque T as an external
disturbance. Hence, we eliminate the term cT from the dynamic model and we take into
account the robustness of the control design. We note that the dynamic model of the PMSM
is nonlinear due to the cross-coupling terms of x2x3 and x1x3, which require a nonlinear
control scheme to handle.

Our objective is to design a stabilizing feedback law u for the nonlinear system (6) that
fulfills the requirements of a closed-loop system, as follows:

• The controlled output y tracks the desired reference trajectories of the id current (state
x1) and the angular speed w (state x3);

• The system is robust against variable external disturbances of the load torque T.

We consider the case where the feedback law (u1, u2) is implemented over a digital
setup. Hence, the feedback signals need to be sampled at discrete-time instants tk, k ∈ N
before being transmitted to the controller. Between two transmission instants [tk, tk+1],
the control signal is kept constant by means of zero-order hold (ZOH) devices. As a result,
the closed-loop system is actually a sampled-data system due to the interactions between
discrete-time and continuous-time signals. The main concern in such a scenario is how
to design the sampling frequency of the feedback signal; hence, the closed-loop system
stability is preserved. The majority of the existing results in the literature assume that the
sampling frequency can be implemented arbitrarily high to prevent the degradation of the
closed-loop performance. However, such requirements can be restrictive in practice and
may not be implementable. Alternatively, the authors of [34,35] developed an estimate
of what is the so-called maximally allowable transmission interval (MATI) for nonlinear
systems, which allows enlarging the sampling period up to the MATI bound while the
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closed-loop stability is still guaranteed. We adopt such a technique in the PMSM application
and derive the corresponding MATI bound after synthesizing a stabilizing feedback law,
which, to the best of our knowledge, has not been done before in the literature. Note
that many control techniques have been developed in the literature to address the PMSM
reference tracking problem, such as PI control [9], field-oriented control (FOC) [14], and
model predictive control [24]. However, none of these approaches has been adapted for
sampled data implementation as we consider in this study

We follow the emulation approach to solve this problem, where we first ignore the
effect of sampling and design a feedback controller such that the required output signals
successfully track the desired reference signals as shown in Figure 2, where V∗ds, V∗qs are the
control signals in dq coordinates and V∗a , V∗b , V∗c are the control signals in abc coordinates.
Then, we consider the sampling and derive the MATI bound such that the closed-loop
performance is preserved. These developments are presented in the following two sections.

Figure 1. Equivalent circuit of the PMSM.

Figure 2. Block diagram of the adopted PMSM drive system using the LQR.

4. Control Design

The proposed control design methodology u consists of two components. The first
part is used to cancel the nonlinear terms while the second part will be used to achieve
optimal trajectory tracking for the controlled output. In particular, we design u as follows:

u1

u2

 =

−
a12

b1
x2x3 + υ1

a22

b2
x2x3 + υ2

 (7)
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for some υ1, υ2 ∈ R to be designed. By substituting (7) in (6), we obtain the following
linearized model, in the absence of load disturbance:

ẋ = Ax + Bυ (8)

where x := (x1, x2, x3), υ := (υ1, υ2), A :=


−a11 0 0

0 −a21 −a23

0 −a31 −a33

 and B :=

b1 0

0 b2

.

Next, we design the control part υ by the standard state feedback control (assuming the
pair (A, B) is controllable). Hence, we take

υ = −Kx, (9)

where K is the gain matrix with appropriate dimensions. Note that the control action
υ = −Kx can only stabilize the system at equilibrium but will not be successful for
trajectory tracking. To achieve such a task, we need another gain to take care of the desired
reference tracking. In the considered PMSM mode, we need states x1 and x3 to track
reference step inputs R1 and R3, respectively. Hence, we can define the controlled output,
denoted by y, as follows

y = Hx =

1 0 0

0 0 1




x1

x2

x3

. (10)

To enable the output y to track the desired references, we modify the controller (9) to

υ = −Kx + NR, (11)

where N is an additional gain with appropriate dimensions for tracking and R :=

R1

R3

.

The computation of the gain N can be straightforwardly derived. At the steady state, we
have the following:

ẋ = 0 = Axss + Bυss = (A− BK)xss + BNR. (12)

Hence, xss = −(A − BK)−1BNR. Moreover, at a steady state, we need
yss = Hxss = R. Consequently,

−H(A− BK)−1BNR = R. (13)

Since the system is linear, we can use the superposition principle to compute each gain
of Ni for the tracking of zi to the desired reference Ri, which leads to

N =

N1

N2

 = −[H(A− BK)−1B]−1. (14)

Clearly, the computation of N requires that the matrix H(A− BK)−1B is nonsingular,
which implies that the controller input υ and the control output y have similar dimensions
as verified in our case. Finally, we need to consider the robustness of the control system with
respect to load disturbances. One simple yet effective approach is to enhance the controller
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with integral action to ensure zero steady-state errors due to external disturbances. To that
end, we define the dynamics of the trajectory tracking error as follows:

ż = y− R = Hx− R. (15)

In this way, if we force the dynamics of ė to converge to zero, we ensure that the
tracking steady error is eliminated. In other words, the system state x is augmented with e,
as follows: ẋ

ż

 =

A 0

H 0

x

z

+

B

0

υ +

 0

−R


˙̄x = Āx̄ + B̄υ + R̄,

(16)

where x̄ := (x, e), and the controller υ is given by

υ = −K̄x̄ + NR (17)

with K̄ := [K Kr]. Now, it remains to explain how to design the gain K̄. We use the linear
quadratic regulator (LQR) approach, such that K̄ minimizes the following objective function J

J =
∫ ∞

0
(x̄TQx x̄ + υTQuυ)dt (18)

with Qx and Qu are symmetrically positive semi-definite and definite matrices, respec-
tively, with appropriate dimensions. Matrix P is the solution to the algebraic Riccati
equation (ARE):

PĀ + ĀT P− PB̄Q−1
u B̄T P + Qx = 0. (19)

Then, the gain matrix K̄ is given by

K̄ = −Qu B̄T Px̄. (20)

5. Hybrid Dynamical System

The designed controller is so far assumed to be implemented in continuous time.
Now, we explain how to consider digital implementation. Since the control gain N only
affects the reference tracking but not the closed-loop stability, we focus on the discretization
of the control part −K̄x̄. In other words, we assume that the controller can only access
the state x̄ at discrete-time instants tk, k ∈ N, i.e., u(t) = −K̄x̄(tk). Existing works in the
literature often rely on the fact that the feedback signal x̄ can be sampled arbitrarily fast to
ensure stability, which could be a conservative requirement in practice. To overcome this
issue, we synthesize the maximal sampling period tk+1 − tk that maintains the closed-loop
system stability and reduces the amount of sampling to the least possible amount. This is
particularly beneficial if the controller is implemented over a shared digital network.

We take into account the situation when the controller is constructed using the zero-
order hold (ZOH) in the sense that the transmitted information x̄(tk) is kept constant for all
t ∈ [tk, tk+1], i.e., υ(t) = −K̄x̄(tk) for all t ∈ [tk, tk+1]. We define

e(t) = x̄(tk)− x̄(t), (21)
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where e(t) is the sampling error for all t ∈ [tk, tk+1]. In this way, the closed-loop system of
the linearized model for all t ∈ [tk, tk+1] becomes

˙̄x(t) = Āx̄(t)− B̄K̄x̄(tk)

= (Ā− B̄K̄)x̄(t)− B̄K̄e(t)

=: Ax̄(t) + Be(t).

(22)

Note that the most recent value of x̄(tk) is sent to the controller at each transmission
instant tk and, hence, the sampling error is reorganized to zero at each sampling instant tk.
Consequently, the continuous time of e is given for all t ∈ [tk, tk+1] by

ė(t) = − ˙̄x(t) = −Ax̄(t)−Be(t) (23)

and for all tk, k ∈ N, the value of e in the discrete-time dynamic is given by

e(t+k ) = 0. (24)

It is evident that the closed-loop system displays both discrete-time and continuous-
time transitions due to digital implementation. Hence, the overall system is modeled as a
hybrid dynamical system to cope with the interacting dynamics. To that end, we define an
auxiliary variable τ with the following dynamics

τ̇(t) = 1 ∀t ∈ [tk, tk+1], τ(t+k ) = 0 ∀tk, k ∈ N. (25)

The variable τ is employed to compute the elapsed time between two consecutive
sampling instants. Let X := (x̄, e, τ) ∈ X ⊂ Rnx+nz × Rnx+nz × R. Then, in view of
(22)–(25), the overall hybrid dynamical system is given by

˙̄x

ė

τ̇

 ∈

Ax̄(t) + Be(t)

−Ax̄(t)−Be(t)

1

, (x̄, e, τ) ∈ C


x̄+

e+

τ+

 ∈


x

0

0

, (x̄, e, τ) ∈ D,

(26)

where C,D are the flow and jump sets, respectively. The flow map describes the continuous-
time dynamics of the system at any two sampling instants, i.e., for all t ∈ [tk, tk+1], while
the jump map describes the discrete transitions of the states at each sampling instant tk. We
define T := tk+1 − tk as the sampling period. Then, the flow and jump sets C and D are
given by

C := {(x̄, e, τ) ∈ X : τ ≤ T}
D := {(x̄, e, τ) ∈ X : τ = T}.

(27)

The flow set C defines the conditions for continuous-time dynamics, i.e., τ < tk + T,
and the jump set D defines the conditions for the discrete-time transition, i.e., τ = tk + T.
In this way, the jump instants correspond to the sampling instants of the system. Our goal
is to design the sampling period T.

To estimate the upper bound on the stabilizing sampling period T, we rely on the
well-known technique presented in [35], which provides the so-called maximally allowable
transmission interval (MATI). In simple words, the MATI bound ensures that the closed-
loop system under periodic sampling remains stable as long as the sampling period T is
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less than the MATI bound. The result of [35] is summarized in the following theorem,
which we state for convenience.

Theorem 1 ([35]). Consider the hybrid system (26)–(27). Suppose local Lipschitz functions exist,
V : Rnx+nz → R≥0, W : Rnx+nz → R≥0 with W positive definite, a continuous function H :
Rnx+nz → R≥0, real numbers L ≥ 0, γ > 0, α, α ∈ K∞, a continuous function α : Rnx+nz → R
and a continuous positive definite function δ, such that:

(i) for all x ∈ Rnx

α(|x̄|) ≤ V(x̄) ≤ α(|x̄|); (28)

(ii) for almost all x ∈ Rnx+nz and all e ∈ Rnx+nz

〈∇V(x̄),Ax̄ + Be〉 ≤ −α(|x̄|)− H2(x̄)

−δ(W(e)) + γ2W2(e);
(29)

(iii) for almost all e ∈ Rnx+nz and all x ∈ Rnx+nz

〈∇W(e),−Ax̄−Be〉 ≤ LW(e) + H(x̄). (30)

Then, the MATI bound is given by

T (γ, L) :=


1
Lr arctan(r) γ > L
1
L γ = L
1
Lr (r) γ < L

(31)

with r :=
√∣∣( γ

L )
2 − 1

∣∣.
Note that if we take V(x̄) = x̄T Px̄ and W(e) = |e|, then, by following similar steps

as in [35], we can show that these conditions are satisfied for the closed-loop system (26),

with L = |B| and γ =
2b
a
+

a
4

with a := λmin(Q) > 0 for a positive definite matrix Q and

b := |KT BT P + PBK|.

6. Simulation

In this section, we apply the previous developments in the dynamic model of the
PMSM with the following parameters.

After feedback linearization, matrices A, B in (16) are given by

A =


−121.9512 0 0

0 −121.9512 −243.9024

0 33.3333 −0.4667

 and B =


9.7561 0

0 9.7561

0 0

× 103. It is easy to

check that the pair (A, B) is controllable as required. Then, we proceed with the design of
the linear control part υ, as explained in (9)–(17). We take the weighting matrices, Qx, Qu,
for the robust LQR controller as diagonal matrices with the following entries:

Qx = diag{1, 10, 10, 1, 20}, Qu = diag{100, 500}. (32)

Then, by solving the algebraic Riccati equation, we obtain

K̄ =

0.0884 0 0 −0.1 0

0 0.1324 0.1226 0 −0.2

. Next, we design the sampling period, as

discussed in Section 5. We obtain γ = 489.8441, L = 1302 , which results in the upper
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bound on the sampling times T = 91.572 ms. Hence, by taking T ≤ T , the closed-loop
system stability is kept. We set the initial condition (x, z, e, τ) = (10, 0, 5, 0, 0, 0, 0, 0, 0) and
we run simulations for 20 s in different scenarios, depending on the desired speed reference
and the affected load disturbances.

7. Results and Discussions

This section validates the proposed hybrid control techniques (HCTs) for the PMSM
used in EVs, using two methods. The first method is based on the MATLAB/Simulink Tool-
box while the second one depends on using the Typhoon HIL real-time power electronics
emulator. During the Typhoon validations, there are two different typhoons used. The first
one, Typhoon HIL 602+, is used for implementing the PMSM with the lowest acceptable
sample time of 10 µs. The second one, Typhoon HIL 402, is used for applying the control
techniques, where the designed sample time of 100 µs is used. Figure 3 below shows a
block diagram of the considered HIL setup for validation.

PMSM model

Typhoon HIL 602+

PC

Typhoon HIL 402

Time-triggered controller

Periodic sampling

Oscilloscope

Oscilloscope

Figure 3. Block diagram of the HIL setup.

The main parameters of the PMSM are selected to fit the requirements for the EV,
where the input voltage is 72 V, which can be supplied from the battery storage. The
remaining parameters are listed in Table 1. Meanwhile, the typhoon validation test photo is
shown in Figure 4. The following subsection is used to investigate the proposed HCT using
both MATLAB/Simulink and HIL under two different cases: a closed loop of variable
speed and a constant load torque and a closed loop of variable torques and constant speed.

Table 1. Parameters of the PMSM.

Parameter Value

Power 1000 W

Number of phases 3

Maximum speed 3000 rpm

Number of poles 4

Resistance 0.0125 Ω

Inductance 0.1025 mH

Inertia 0.0045 NMs2

Coefficient of friction 0.0021 Nm s rad−1

Back emf 0.025 V s rad−1
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Typhoon 

HIL 402

PC 

Tektronix

Mixed Domain  Oscilloscope

MDO3024  YOKOGAWA

Mixed Signal  Oscilloscope

DLM3024  

Typhoon 

HIL 602+

Figure 4. Photograph of the setup based on typhoon HIL 602+ and HIL 402.

7.1. Closed Loop of Variable Speed and Constant Load Torque

The LQR, which is based on the HCT, is used to examine the dynamic response of the
PMSM drive system under step changes in the reference speed and constant load torque.
The load torque is fixed at 5N while the speed profile is illustrated in Figure 5a. With a
quick response and a roughly 0% steady-state error, the LQR is able to maintain the actual
speed on the reference value’s trajectory. To ensure the MTPA, the control method also
keeps the actual value of the d-axis current at zero references as illustrated in Figure 5b.
However, the reference speed changes the developed torque from the machine and equals
the load torque, as shown in Figure 5c. The corresponding q-axis current used to satisfy the
load torque is depicted in Figure 5d. Under this working case, the values of the dq-axis
voltages are shown in Figure 5e, where it can be observed that these values vary to satisfy
the required reference speed and torque. For better validation of the suggested control
technique, the sampling-induced errors for the three states are also presented in Figure 5f,
where it can be seen that the error goes to zero. Finally, Figure 5h presents the relationship
between the transmission instant and the inter-transmission time.

7.2. Closed Loop of Constant Speed and Variable Load Torque

This case is used to validate the LQR of the PMSM used in the EV under different
loading conditions and fixed reference speeds. The reference speed is fixed at 1500 rpm;
the control succeeded at regulating the actual speed by tracking the reference speed, as
indicated in Figure 6a for MATLAB/Simulink. Also, the control is capable of maintaining
the d-axis current and satisfying the load torque, as indicated in Figure 6b,c. As the q-
axis is related to the load torque, its dynamic response is similar to the load torque, as
shown in Figure 6d,e. Meanwhile, the input dq-axis voltage is shown in Figure 6g. Finally,
the sampling errors and the periodic sampling times are shown in Figure 6f,h, respectively.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5. Performance of the proposed technique under variable speeds and constant load torques.
(a) Rotating speed. (b) d-axis current. (c) Load and developed torques. (d) q-axis current. (e) d-axis
voltage (g) dq-axis voltages. (f) Sampling error. (h) Periodic sampling times.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6. Performance of the suggested LQR control technique for variable speeds and constant load
torques. (a) Rotating speed. (b) d-axis current. (c) Load and developed torques. (d) q-axis current.
(e) d-axis voltage (g) dq-axis voltages. (f) Sampling error. (h) Periodic sampling times.

7.3. Closed Loop of Variable Speed and Variable Load Torque

This case is used to validate the LQR of the PMSM used in the EV under different
loading conditions and variable reference speeds, as shown in Figure 7a and Figure 7c,
respectively. Also, the control is capable of maintaining the d-axis current and satisfying
the load torque, as indicated in Figure 7b,d. As the q-axis is related to the load torque,
its dynamic response is similar to the load torque, as shown in Figure 6d,e. Meanwhile,
the input dq-axis voltage is shown in Figure 6g. Finally, the sampling errors and the
periodic sampling times are shown in Figure 6f and Figure 6h, respectively.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 7. Performance of the suggested LQR control technique for variable speeds and load
torques. (a) Rotating speed. (b) d-axis current. (c) Load and developed torques. (d) q-axis cur-
rent. (e) d-axis voltage (g) dq-axis voltages. (f) Sampling error. (h) Periodic sampling times.

7.4. Simulation Comparison

To further illustrate the advantage of the proposed approach, comparisons with [30–33]
on the estimated sampling period for PMSM are presented in Table 2.Note that since the
derived upper bound of the sampling period depends on the PMSM parameters, we calcu-
lated this bound at the given values in each corresponding work of [30–33]. The results
clearly show that the proposed approach performs in a superior manner when reducing
the sampling frequency while maintaining closed-loop stability.

Table 2. Comparisons with [30–33] on the derived sampling period for PMSM.

Result [32] [33] [30] [31]

Largest sampling period by the result 0.2 ms 1 ms 3 ms 10 ms

Largest sampling period by our technique 8.9 ms 2.2 ms 4.2 ms 15.74

8. Conclusions

The robust stabilization of the PMSM using nonlinear state feedback control was
considered. In particular, the design approach was based on the assumption that the state
measurement is analog while the controller is digital, which is the case in most practical sys-
tems. This implementation scheme was carried on within the framework of a sampled-data
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system in which both the synthesis of the feedback law and stabilizing sampling frequency
need to be considered. To solve this problem, the emulation approach was employed,
such that the design process was divided into two sequential steps: the control design
in continuous time and the derivation of the stabilizing sampling period. For the control
design, the feedback linearization approach was used to count the nonlinear dynamic terms
of the PMSM model. Moreover, the linearized system was handled by a linear quadratic
regulator to optimally allocate the closed-loop poles according to the desired performance
criteria. In addition, the LQR technique was enriched by an integral action to cope with
existing uncertainties due to load/speed variations. Then, after the PMSM was robustly
stabilized in continuous time, an upper bound of the maximally allowable transmission
interval was derived to determine the minimum stabilizing sampling frequency. Since
sampled-data systems naturally exhibit both continuous-time dynamics and discrete transi-
tions, the overall system has been modeled as a hybrid dynamical system, which is a more
intuitive approach used to capture the mixed dynamic behaviors. The conditions required
to apply the technique included the feasibility of a linear matrix inequality, which provides
a systematic methodology for the user to check the required conditions. The closed-loop
stability was carried out using appropriate hybrid Lyapunov functions. The effectiveness
of the approach was examined on a dynamic model of the PMSM under different operating
conditions. Simulation results show that the approach is robust against speed and load
variations and the derived sampling frequency is accurate and less conservative than the
traditional assumption of the Nyquist sampling rule. Furthermore, the methodology was
tested on a hardware-in-the-loop setup and the results are consistent with the analysis and
simulation findings.

This work can be extended in different directions. The proposed approach opens up
the door for more interesting implementation scenarios, such as event-triggered controls
and self-triggered controls. Future work will include the stability analysis of the overall
dynamics of the electric vehicle under different driving conditions.
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