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Abstract: The production quality of medical fluid bags is closely related to patient health. In this paper,
we used medical fluid bags to detect whether they contained foreign bodies. A visual acquisition
system for the fluid bag was built. Vignetting correction was performed on the acquired images,
and a foreign body recognition detection method based on an improved Faster R-CNN model was
proposed. The feature extraction network of Faster R-CNN was discussed and studied regarding
the characteristics of small foreign objects in liquid bags, and the ResNet152 network replaced the
VGG16 network; furthermore, the feature fusion and attention mechanism were added to the feature
extraction, and CIoU replaced the IoU loss function; the anchor box parameters were optimized
and improved using the K-means clustering algorithm, and ROI Align replaced the ROI Pooling
module. The improved network in this paper was compared with the Faster R-CNN model, which is
a modification of feature extraction networks, such as ResNet50, ResNet101, and ResNet152, and the
original VGG16 feature extraction network. The results show that the ResNet152 network had the
best feature extraction effect among the feature extraction networks, and other optimizations were
performed in this paper based on the use of ResNet152. In the precision−recall curve, the network in
this paper showed the best effect. The improved algorithm presented in this paper was significantly
improved compared with the original algorithm, with a detection accuracy of 97% and an average
accuracy improvement of 7.8% in foreign object recognition.

Keywords: Faster R-CNN; ResNet152; feature fusion; attention mechanism; K-means; foreign
body detection

1. Introduction

As the main component of an infusion set, the fluid bag is an essential medical resource,
and its production quality indirectly affects patient health. Because of the influence of the
production process, issues such as missing pipelines and foreign bodies in the fluid bag
cannot be completely avoided. For these two problems, most industrial production relies
on manual visual inspection, which is susceptible to subjectivity and visual fatigue. This
can result in misdetection and the leakage of fluid bags. To address the issue of missing
pipelines, researchers have combined machine-vision technology to detect the absence of
pipelines in fluid bags [1,2].

With the rapid development of computer vision, the use of visual inspection instead
of traditional, manual quality inspection has become mainstream. Here, to address the
detection of foreign bodies in liquid bags, an optimized target detection algorithm is
proposed that combines deep-learning techniques.

Most medical infusion bags and bottles used for medical purposes are transparent,
which allows for visual inspection in order to observe the amount of fluid usage. However,
the visual detection of transparent liquid bags or infusion bottles requires high-quality light
sources. In the referenced literature [3], the filling volume of infusion bottles was detected
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using machine vision. Another study [4] analyzed the necessity of a fully automated
medical foreign body vision inspection robot, discussed the challenges encountered during
the development of vision inspection, and emphasized the importance of medical foreign
body vision inspection. The researchers in [5] focused on detecting the overlapping number
of infusion bags. They achieved better results when introducing convolutional neural
networks, as identifying the position of the bags was difficult due to their transparency as
they were made of plastic.

Deep-learning techniques are widely used in image classification, defect detection,
target tracking, etc. The target identification and classification task of deep-learning tech-
niques is one of the essential tasks of machine vision. This liquid bag foreign body defect
detection presented in this paper can be regarded as target identification detection. Machine
vision technology, along with the continuous progress of computer hardware and deep
learning algorithms, has become the mainstream detection algorithm because of its simple
and efficient network structure, higher detection accuracy, and faster detection speed than
traditional algorithms. YOLO, SSD, and Faster R-CNN are among the most common target
detection network models. In this paper, the foreign bodies in the liquid bag are considered
small targets, which are difficult to detect. Faster R-CNN is a network with a recognized
high detection accuracy. Therefore, in this paper, a Faster R-CNN network is introduced
for the detection of foreign bodies in liquid bags by analyzing each functional module of
the network and improving it.

The R-CNN network has continuously been optimized by researchers [6–8]; finally,
the Faster R-CNN network was born. It is the only R-CNN network structure with an
end-to-end training capability, and it is also the fastest and most accurate network structure
for detection. Faster R-CNN networks are widely used in both industry and agriculture;
in industry defect detection, the authors of [9] used the Faster R-CNN network to achieve
the automatic detection of welding defects, and the data enhancement was studied and
analyzed for radiographic imaging by comparing ResNet and Inception-ResNet V2 with
Faster R- CNN feature extractors; finally, ResNet was found to perform best. The authors
of [10] aimed to identify the characteristics of image defects in the transmission line key
components. They used Incep-tion-ResNet-V2 as a pre-training network for the feature
extraction of Faster R-CNN. Through the network optimization and parameter adjustment
of the pre-training network, the recognition accuracy of small targets for the transmis-
sion line faults was significantly improved, reaching 98.65%. In the literature [11], an
improved faster region-based convolutional neural network (faster RCNN) algorithm was
proposed for connector weld joint defect detection by integrating cluster-generated anchor
boxes and migration learning with ResNet-101. The detection accuracy met the industrial
requirements. In the literature [12], for fabric defect detection with textures in complex
backgrounds, to solve the problem of texture interference, the Gabor kernel was embedded
into the Faster R-CNN by taking advantage of the Gabor filter in the frequency analysis,
and a two-stage training method based on a genetic algorithm and backpropagation was
designed to train the new model. The model outperformed the traditional Faster R-CNN
model in terms of accuracy. For crop recognition in agriculture, the authors of [13] proposed
an automatic detection method for hydroponic lettuce seedlings based on an improved
Faster R-CNN framework to improve the efficiency of the process of sorting seedlings
for hydroponic lettuce. They used a high-resolution network (HRNet) as the backbone
network for image feature extraction and used focal loss instead of standard cross-entropy
as the classification loss in the RPN stage and were able to obtain a better detection accuracy.
In the literature [14], a Faster R-CNN (MF3 RCNN) model with multi-feature fusion was
proposed for soybean leaf diseases in complex scenes by blending multiple features by
connecting different layers in the feature extraction network. The model outperformed
other models tested on actual image datasets.

Small target detection is one of the difficulties faced when dealing with target detec-
tion. Reference [15] optimized the Faster R-CNN based on Faster R-CNN for small target
detection, which effectively improved the loss function of IoU, as well as the ROI Pooling
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operation to enhance the localization bias problem and the network performance. In [16],
for small and occluded objects, a cross-layer fusion multi-target detection and recognition
algorithm based on Faster R-CNN was proposed and combined with the weighted balanced
multi-class cross-entropy loss function and Soft-NMS to control the imbalance between
complex and easy samples. The network improved the recognition rate.

2. Construction and Pre-Processing of Liquid Bag Foreign Body Dataset

In this paper, we make the liquid bag of the bag infusion device as our research object.
To achieve the intelligent detection of liquid bag foreign bodies, we propose a method that
utilizes an improved Faster R-CNN network for detection.

The process began with data acquisition and the image pre-processing of the liquid
bag. The Faster R-CNN network was then employed to train the liquid bag foreign body
dataset. We optimize the traditional Faster R-CNN network in several ways. Firstly,
the K-means algorithm was utilized to re-cluster the Anchor box, obtaining Anchor box
parameters that were suitable for the dataset used in this paper. Secondly, we replaced
the original feature extraction network with ResNet152 to enhance the network feature
extraction capability. Additionally, we introduced the CBAM attention mechanism to
improve the model’s learning ability for foreign objects. Furthermore, we replaced the IOU
loss function with the CIOU loss function to expedite the convergence of the model. Finally,
we employed ROI Align as a replacement for the ROI Pooling module.

In this paper, a visual detection platform was built for the detection of liquid bag
foreign bodies, and vignetting correction was performed on the captured images; a dataset
is created, and a modified Faster R-CNN network was used for training and prediction.
The specific process is shown in Figure 1 below.
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2.1. Image Acquisition

To achieve the fast detection of the liquid bag foreign body, the acquisition principle
of this paper was shown in Figure 2; due to the transparent characteristics of the liquid
bag, the effect of vertical light on it was not good; to obtain a clear image, take the white
backlight lighting method. The specific practical steps were as follows: robot 1 would
transfer the liquid bag on the conveyor belt to mobile light source transfer platform 2 when
the portable light source transfer platform moved to stop under camera 3 to take pictures
using the camera at this time. After taking pictures, robot 4 would transfer the liquid bag
away, and the mobile light source transfer platform would return to its initial position, that
is, to complete the collection work.

2.2. Image Pre-Processing

Before creating the data, the images should be pre-processed according to the actual
situation of the image capture. High-quality and clear images are better for the subsequent
detection work.

2.2.1. Image Vignetting Correction

The image vignetting phenomenon would occur when the object imaging point was
farther away from the optical axis. The reason was that when the CCD and CMOS detector
plane detected beam illumination due to uneven filtering, lens distortion, optical axis offset,
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and other factors, resulting in an irregular darker pointed image farther away from the
optical axis. This was the brightness of the image from the optical center to the edge of the
direction of sequential reduction.
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This vignetting phenomenon was more prominent in vision systems with large fields
of view, and the liquid bag foreign body detection image in this paper suffered from severe
vignetting, as shown in Figure 3.
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Vignetting is generally classified into mechanical vignetting, optical vignetting, natural
vignetting, and pixel vignetting, and vignetting correction methods are generally based
on the “flat field correction” theory. The theory considered that the real image Iv with a
vignetting effect was composed of an image V containing the attenuation factor of each
pixel and an ideal image I f with a uniform color plane, as expressed by Equation (1).

Iv(i, j) = V(i, j)× I f (i, j) (1)

where (i,j) denotes the pixel’s position in the image, Iv is the real detected pixel value, and
V is the camera lens system attenuation factor. I f is the ideal image in a uniform color
plane. Theoretically, the camera and lens system were selected, and the attenuation factor
can be determined.

The vignetting correction methods based on the above theory included the look-up
table method (LUT) and the function fitting method, which used the reference image of
the camera lens system to be corrected under uniform illumination, and then obtained a
vignetting correction factor for each pixel point in the system based on the reference image
to form a vignetting correction factor table. The function fitting method was based on the
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LUT method, which simulated the vignetting surface of the camera lens system using the
pixel position coordinates and the corresponding vignetting correction factors, then used
different model functions to approximate the surface, and finally realized a function to
replace the correction factor table to save storage space.

Detecting liquid bag foreign bodies requires a faster speed, so this paper used the LUT
vignetting correction method. The LUT method requires a uniform light source to acquire
the reference image; the general standard method to acquire uniform light is to use the
integrating sphere, but the cost is high, and the general work scenario is difficult to achieve.
In this paper, we propose a straightforward method for uniform sampling using a white
light source as a luminescent instrument.

The specific process is as follows: the white light source was placed on a platform that
can be rotated, the camera was placed near the center of rotation of the light source, and
the brightness of the light source was controlled by adjusting the light source controller.
The brightness was controlled at the time when the brightest spot in the center of the image
was the smallest. The light source was allowed to rotate in steps of 3.6◦. The images were
acquired once per rotation. A total of 100 images were acquired and converted to the HSV
format. The V channels of the 100 images were summed. Then, the average value was
obtained, and the reference image under uniform illumination was replaced by the method
of averaging multiple images. Next, the maximum value of the reference image, Imax, was
obtained, and each pixel value of the reference image was used to divide by the maximum
value to finally obtain our vignetting correction factor, as follows:

Ṽ(i, j) =
Iv(i, j)
Imax

(2)

where Ṽ(i, j) is the vignetting correction factor at pixel point (i,j), Imax is the value of the
largest pixel value in the reference image, and Iv(i, j) is the pixel value of the reference
image at the pixel point (i,j). The specific correction steps were as follows:

Firstly, we acquired 100 images with uniform light intensity and added and averaged
the V channels of 100 images to obtain our luminance reference image. Then, we found the
maximum value of the reference image and divided the reference image by the maximum
value to obtain our correction factor matrix. When the image was corrected, the V channel
was separated using the HSV image to be corrected and divided by the correction factor
image to obtain the corrected V channel image; the corrected color image was obtained by
re-merging it with the H and S channels to form the HSV image again and converting it to
the BGR channel. The V channel vignetting correction formula is as follows.

g(x, y) =
f (x, y)
V(x, y)

(3)

f(x,y) and g(x,y) are the V-channel grayscale values at point (x,y) before and after
vignetting correction, respectively, and V(x,y) is the vignetting correction factor matrix. The
results of vignetting correction are shown in Figure 4.

2.2.2. Constructing the Dataset

The volume of the foreign body in the liquid bag was very tiny compared to the whole
liquid bag. The Faster R-CNN network would change the size of the incoming image, and the
input size would be much smaller than the original image of 4080 pixels × 2900 pixels. If the
original size was incoming and then reduced, it would lead to the difficulty of extracting
the foreign body in the subsequent feature extraction, affecting the subsequent detection
and recognition.
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Therefore, this paper adopted the method of dividing the original image. The original
image was divided according to the size of 300 pixels × 300 pixels; the horizontal and
vertical adjacent images have 48-pixel and 40-pixel overlaps, respectively, and the overlap
size was larger than the size of the foreign bodies, to ensure that all foreign bodies were
included in the segmentation and avoided the problem of incomplete extraction when
dividing the edges due to foreign bodies.

This paper finally collected 4000 images of a liquid bag foreign body, as shown in
Figure 5. The liquid bag foreign body dataset was divided according to the ratio of the
training set: test set: validation set as 8:1:1, i.e., 3200 images in the training set, 400 images
in the test set, and 400 images in the validation set.
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3. Improved Faster R-CNN Network Construction and Optimization
3.1. Faster R-CNN Networks

The Faster R-CNN network can be roughly divided into four parts: the first part
was used to size and preprocess the original image, input it into the backbone for feature
extraction, and finally obtain the shared feature map. The second part was the candidate
frame generation. The network used the RPN network to generate the candidate frames
and map them onto the feature map to obtain feature matrixes of different sizes. The third
part was to scale the feature matrices with different sizes, which was performed via ROI
Pooling. The fourth part was spreading and processing all the processed feature maps and
then predicting the target class and target bounding box with the fully connected layer.

After analysis, the original network had certain problems with the detection of tiny
foreign bodies, which were as follows: the feature extraction network of the network had
only 16 layers, the extracted target features were not enough, and only the feature map
of the last layer was used; the loss function of the localization frame of the network was
not expressed enough, which cannot show the gap between the prediction frame and the
real frame well; the generation of the a priori frame of the network was set according to
experience, which did not apply to the detection of tiny foreign bodies; the size processing
of the network before the fully connected layer led to the loss of information due to the
rounding process, which greatly affected the detection of tiny foreign bodies in this paper.

Therefore, the feature extraction, IoU loss function, anchor box parameters, and ROI
Pooling layer of the original network were optimized and improved for the above problems,
and the feature fusion module and attention mechanism were added.

3.2. Faster R-CNN Network with Improved Feature Extraction

The most commonly used network for Faster R-CNN in feature extraction is VGG16,
which had 16 convolutional layers. Regarding feature extraction network theory, the more
convolutional layers, the more accurate the features learned by the network and the better
the training effect. However, after subsequent experiments, it was found that the perfor-
mance of the simply connected convolutional network did not keep increasing with the
number of convolutional layers but decreased instead. After subsequent analysis, it was rec-
ognized that the increase in the convolutional layers might lead to gradient disappearance
and gradient explosion and generate too much information or loss due to the presence of
nonlinear activation layers, causing network degradation. Therefore, the residual network
was born, in which the residual module effectively solved the above problems. The output
of the residual network can be understood as the sum of the convolutional output matrix
and the original matrix. The network learned the differences between the network output
matrix and the network input matrix when training and learning, compared with the
previous network directly to learn the original features of the image; it was easier to learn
through the residual network. The deep-level ResNet network had two residual structures,
as shown in Figure 6.

ResNet networks can be used to reduce the difficulty of training complex networks
by means of short connections. Additionally, at the same time, more accurate features
can be extracted because a deeper network structure can be used. In this paper, the
ResNet network was used instead of the VGG16 network, and through the training effects
of ResNet50, ResNet101, and ResNet152, ResNet152 was finally selected as the feature
extraction network in this paper. The ResNet152 network structure was shown in Table 1.
The complete ResNet152 network was mainly used for the classification task of images,
and only the feature extraction part of the ResNet152 network was used in this paper.
Four layers of Conv2_x, Conv3_x, Conv4_x, and Conv5_x were used instead of the feature
extraction part of VGG16 of Faster R-CNN.
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Table 1. ResNet152 network structure table.

Hierarchy Name Intra-Layer Structure

Conv1 7× 7, 64, stride2

Conv2_x

3× 3MaxPool, stride2 1× 1, 64
3× 3, 64
1× 1, 256

× 3

Conv3_x

 1× 1, 64
3× 3, 64
1× 1, 256

× 8

Conv4_x

 1× 1, 64
3× 3, 64

1× 1, 256

× 36

Conv5_x

 1× 1, 64
3× 3, 64
1× 1, 256

× 3

Average Pool, 1000-d fc, Softmax

3.3. Faster R-CNN Networks with Feature Fusion and Attention Mechanism

In Faster R-CNN, during the network training process, the image features extraction
directly affected the training effect. The different levels of feature layers extracted have
certain differences during feature extraction. Generally speaking, low-level feature layers
have higher resolution and less semantic information, while high-level feature layers have
more semantic information and lower resolution. The original Faster R-CNN network
directly used the feature image of the last layer of the feature extraction network, which has
low resolution and more semantic information due to the high number of feature layers,
and it was less effective for detecting tiny foreign bodies.

In this paper, we added the FPN network module after the shared feature layer to
change the original prediction mechanism only at the last layer for predictions at different
feature layers. We let the high-level feature layer perform double upsampling and then
fused the features with the low-level feature layer, which meant that the low-level feature
layer also had more semantic information.

The FPN network module was added after the ResNet152 feature extraction network,
and the four layers of Conv2_x, Conv3_x, Conv4_x, and Conv5_x of the ResNet152 network
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were fused with features. The network structure diagram after adding FPN is shown in
Figure 7.
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After improving the feature extraction network and feature fusion, the feature layers 
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foreign bodies, can also see the surface characters or local characters of the liquid bags 
(red boxes), which have a similar shape to the foreign objects. Still, the color was very 
different from the foreign bodies. Therefore, the network needed to focus on the channel 
features of the image and concentrate the network attention on the foreign body rather 
than the characters. Some hot joints (green boxes) will be produced during the manufac-
turing process of liquid bags. To avoid recognizing the hot joint as a foreign object, we let 
the network focus on the size characteristics of the image instead of the large hot joint, 
based on the property that the foreign object was smaller than the hot joint. 

Figure 7. Feature extraction network plus feature fusion network.

After improving the feature extraction network and feature fusion, the feature layers
involved in the subsequent prediction all possess more semantic information. However,
we preferred the network to focus on the features of foreign bodies rather than containing
all the feature information. As shown in Figure 8, the acquired images, in addition to the
foreign bodies, can also see the surface characters or local characters of the liquid bags
(red boxes), which have a similar shape to the foreign objects. Still, the color was very
different from the foreign bodies. Therefore, the network needed to focus on the channel
features of the image and concentrate the network attention on the foreign body rather than
the characters. Some hot joints (green boxes) will be produced during the manufacturing
process of liquid bags. To avoid recognizing the hot joint as a foreign object, we let the
network focus on the size characteristics of the image instead of the large hot joint, based
on the property that the foreign object was smaller than the hot joint.
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In this paper, the CBAM attention mechanism module was added after the feature
fusion module to allow the output of the whole shared feature layer to be more focused on
foreign bodies. The CBAM module was a combination of the channel attention module
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and the spatial attention module. The channel attention mechanism used global average
pooling and global maximum pooling parallel channel dimensions for the feature layer
and then summed them up after shared full-connected processing and was processed
by the sigmoid function into the weights of each channel, which is multiplied back to
the feature input layer to complete the attention to the feature layer channels. Spatial
attention, on the other hand, compressed the channels by stacking the maximum and
average values in the channel direction, respectively, to compress the number of channels,
and then by convolution to call back the number of channels, and finally multiplying it by
the feature layer that has just completed the channel attention mechanism. The two models
are processed in tandem in the network, completing the whole CBAM. The way the two
attention modules were combined in the whole network is shown in Figure 9.

Processes 2023, 11, x FOR PEER REVIEW 10 of 20 
 

 

 
(a) (b) © (d) 

Figure 8. Foreign body similarity characteristics map: (a) foreign body 1; (b) background of a liquid 
pocket similar to foreign body 1; (c) foreign body 2; (d) hot joint of a liquid pocket similar to foreign 
body 2. 

In this paper, the CBAM attention mechanism module was added after the feature 
fusion module to allow the output of the whole shared feature layer to be more focused 
on foreign bodies. The CBAM module was a combination of the channel attention module 
and the spatial attention module. The channel attention mechanism used global average 
pooling and global maximum pooling parallel channel dimensions for the feature layer 
and then summed them up after shared full-connected processing and was processed by 
the sigmoid function into the weights of each channel, which is multiplied back to the 
feature input layer to complete the attention to the feature layer channels. Spatial atten-
tion, on the other hand, compressed the channels by stacking the maximum and average 
values in the channel direction, respectively, to compress the number of channels, and 
then by convolution to call back the number of channels, and finally multiplying it by the 
feature layer that has just completed the channel attention mechanism. The two models 
are processed in tandem in the network, completing the whole CBAM. The way the two 
attention modules were combined in the whole network is shown in Figure 9. 

 
Figure 9. CBAM module. 

3.4. Faster R-CNN Networks with Improved IoU Loss Function 
The IoU function was often used in Faster R-CNN networks to discriminate the de-

gree of overlap of two rectangular boxes, which in turn enabled the delineation of positive 
and negative boxes in the RPN module. It can also be used as a loss function for bounding 
box regression. The method calculating the degree of overlap of rectangular boxes A and 
B is shown in Equation (4). 𝐼𝑜𝑈(𝐴, 𝐵) = ∩∪   (4)

IoU is the ratio of the intersection and the union of two rectangular boxes with scale 
invariance. The result is a non-negative value in the range of 0 to 1. The larger the value, 
the higher the degree of overlap of the two boxes and the more accurate the model pre-
diction. However, the IoU function cannot accurately reflect the degree of overlap of the 
two rectangular boxes; at the same time, it cannot correctly reflect the distance between 
them when the rectangular boxes A and B do not overlap. As shown in Figure 10, the IoU 
for all three rectangular box overlap cases are equal. Still, their overlap was different, and 
the regression effect decreased in order. 

Figure 9. CBAM module.

3.4. Faster R-CNN Networks with Improved IoU Loss Function

The IoU function was often used in Faster R-CNN networks to discriminate the degree
of overlap of two rectangular boxes, which in turn enabled the delineation of positive and
negative boxes in the RPN module. It can also be used as a loss function for bounding box
regression. The method calculating the degree of overlap of rectangular boxes A and B is
shown in Equation (4).

IoU(A, B) =
A ∩ B
A ∪ B

(4)

IoU is the ratio of the intersection and the union of two rectangular boxes with scale
invariance. The result is a non-negative value in the range of 0 to 1. The larger the value, the
higher the degree of overlap of the two boxes and the more accurate the model prediction.
However, the IoU function cannot accurately reflect the degree of overlap of the two
rectangular boxes; at the same time, it cannot correctly reflect the distance between them
when the rectangular boxes A and B do not overlap. As shown in Figure 10, the IoU for
all three rectangular box overlap cases are equal. Still, their overlap was different, and the
regression effect decreased in order.
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To address the case where IoU cannot express the distance between two rectangular
boxes, Rezatofighi [17] et al. proposed the GIoU approach where they used the area C of
the outer rectangle of two rectangular boxes to characterize the distance of the boxes, as
shown in Equation (5).

GIoU(A, B) = IoU(A, B)− C− A ∪ B
C

(5)
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As seen from the above equation, when the rectangular boxes A and B do not intersect,
the farther the distance between the two boxes, the greater the C, and the closer the GIoU
is to −1. When the two boxes completely overlap, the GIoU is added to the IoU based
on the term 0. Currently, the GIoU and IoU are equal to 1, so the GIoU takes the value of
(−1,1). When the two boxes completely overlap or are in an inclusion relationship, the
formula of GIoU agrees with IoU, and again the situation that the relative positions of the
two boxes cannot be calculated like IoU occurs. GIoU cannot react to the loss function when
the overlapping regions are the same, but the directions and distances are different. In this
regard, Zheng et al. [18] proposed the DIoU method, as shown in Equation (6).

DIoU = IoU −
ρ2(b, bgt)

C2 (6)

Because the DIoU method considers the degree of overlap between the target and the
prediction frame, the distance between the frames, and the scale information, it makes
the target frame more stable when performing the regression operation, which is more
consistent with the mechanism of target frame regression than GIoU. However, DIoU also
has some limitations in that it does not consider the important factor of aspect ratio, so
Zheng et al. [18] also proposed the CIoU method at the same time, as shown in Equation (7).

CIoU = IoU(A, B)−
(

C− A ∪ B
C

+ αv
)

(7)

CIoU considers the overlap area, centroid distance, and aspect ratio and introduces
focal loss to solve the sample imbalance problem during box regression. Finally, this paper
uses the CIoU function instead of the IoU function in the original Faster R-CNN network to
increase the convergence speed and detection accuracy of network training.

3.5. Faster R-CNN Networks with Improved Anchor Box Parameters

When the Faster R-CNN network performs the target recognition task, the network
needs to produce candidate boxes on the image first. The tool for the Faster R-CNN
network to generate candidate boxes is the RPN network, which generates candidate boxes
of various sizes with the template of the anchor box, and all candidate boxes are obtained
using RPN convolution, with the center point as the base point of the candidate box, and
then calculated with the aspect ratio size and size provided by the anchor box.

Usually, the anchor box parameters of Faster R-CNN are obtained empirically and
contain three sizes and ratios, which are sizes of 128 × 128, 256 × 256, and 512 × 512, and
ratios of 1:1, 1:2, and 2:1, corresponding to one centroid which can generate nine different
anchor boxes at the same time. The candidate frames generated by the conventional
parameters are all much larger than the size of the foreign bodies studied in this paper,
resulting in a large proportion of background pixels in the candidate frames, which can
adversely affect the accuracy of the loss function and the network. The size of the anchor
box is set to be similar to the size of the foreign body in this paper, which will increase the
proportion of foreign pixels in the candidate box and make the target feature extraction
more effective. At the same time, it can play the role of balancing the positive and negative
samples, thus improving the training speed and recognition rate of the network.

In this paper, we use the K-means clustering algorithm to cluster the target boxes
of the liquid bag foreign body dataset and reset the size of the anchor box according to
the clustering results to achieve the effect of improving the detection performance of the
network, accelerating the convergence speed of training and the detection speed. While the
K-means clustering algorithm has the Euclidean distance calculation between the sample
and the cluster center, this calculation is not able to measure the degree of overlap between
the two rectangular boxes; this paper uses 1-IoU to replace the original Euclidean distance,
as shown in Equation (8).

d(box,center) = 1− IoU(box,center) (8)
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where d(box,center) denotes the distance from the target box to the cluster center box, and
IoU(box,center) can be understood as the degree of overlap between the target box and the
cluster center box, which is calculated as the ratio of the intersection of two comparison
boxes to the concatenation, so the value is a number between 0 and 1, and the closer the two
boxes are, the closer the similarity value tends to 1. When the K-means algorithm measures
the object similarity, the similarity is inversely proportional to the distance between the
objects, i.e., the higher the similarity, the closer the distance, so it is converted using
1-IoU. For box clustering, an evaluation criterion is also needed to determine the clustering
result. The IoU used above can indicate the degree of overlap between two boxes, so
the larger the IoU between the rectangular boxes divided into the same class, the better
the clustering result. In this paper, we use the index of average IoU to evaluate, and the
function expression is shown in Equation (9).

q =
m

∑
i=1

maxk
j=1

(
IoU(box,anchorj)

)
m

(9)

where the larger value of q indicates the better clustering effect and the max term indicates
the maximum value of the set of IoU values of all m annotation boxes compared with the
generated k anchor boxes. According to the principle of the above algorithm, the steps of
this paper for anchor box clustering using K-means for the dimensions of all foreign body
annotation boxes are as follows:

(1) Read all the annotation files from the dataset and obtain the width and height of
the annotation frame of the foreign body.

(2) Assign k random annotation boxes from the read annotation boxes as the initial
centers of the clusters.

(3) Calculate the distance from the annotation box to each cluster center box and assign
it to the cluster with the minimum distance from the cluster center.

(4) Based on the newly generated clusters, calculate the new cluster centers using the
median calculation method.

(5) Repeat steps 3 to step 4 until the new cluster center calculated in step 4 no longer
changes, thus obtaining the final anchor box.

(6) Calculate the IoU values of all the boxes and all the boxes in the final anchor box,
select the highest value and add them together, and, finally, divide them by the number of
boxes to obtain the average IoU value when clustering into k classes.

The parameters for generating nine anchor boxes are used in the original network. In
this paper, we select k in the range of 2 to 10 for clustering and obtain nine different groups
of anchor boxes, and their corresponding values of the average IoU are shown in Figure 11.
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From the above figure, it can be seen that the average IoU value gradually increases
with the increase in the classification number k value, and the growth of IoU changes faster



Processes 2023, 11, 2364 13 of 20

when k takes the value range of 2 to 8; the growth of IoU is slower when k takes the value
of 9 and 10. Considering the calculation volume of the model as well as the accuracy, the
eight anchor boxes generated at k = 8 were finally selected so that k = 8 was classified by
multiple k-means for the labeled boxes. The sets of anchor box sizes (width, height) with
the largest average IoU were selected as (9,9), (12,10), (13,15), (18,13), (13,25), (19,19), (25,20),
and (58,47).

3.6. Improving Faster R-CNN Networks with ROI Pooling Module

After adding the improved shared feature layer, the network is passed into the RPN
network to generate candidate frames, combined with the shared feature layer to obtain
the feature images mapped to the feature layer after filtering the candidate frames. Since
the candidate frames generated by the RPN network are of different sizes to accommodate
different targets, the final feature images are also different, but the last fully connected
layer of the network requires input feature images of the same size. The ROI Pooling
layer effectively solves this problem by dividing the mapped regions of different sizes
into equally sized sections, finally performing the maximum pooling operation on each
section and obtaining the same-sized output from the ROI regions of different sizes. The
ROI Pooling process is illustrated in Figure 12.
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During the execution of ROI Pooling, the position coordinates may appear as floating
point numbers when the candidate boxes are mapped to the feature map, and the seg-
mentation boundary positions may also appear as floating point numbers when the ROI
region is divided equally, and the original network performs rounding operations during
the execution of ROI Pooling for both cases.

Due to the presence of the rounding operation, the detection accuracy is greatly
affected when detecting small targets, and this mechanism can make the position of the
candidate frame have a large error with the real image. To solve this problem, the ROI
Align module in the Mask-RCNN [19] network is introduced to replace the ROI Pooling
module in the original network, which causes a loss of accuracy due to the position shift
caused by two rounding operations and thus the missing information. The ROI Align
module is a bilinear interpolation method to obtain the pixel values of the floating-point
coordinates, thus avoiding the quantization process. The ROI Align module is executed as
follows:

(1) Map the coordinates of the anchor box in the original image coordinate system to
the coordinates of the anchor box in the feature image coordinate system according to the
ratio of the original image and the feature image, and then the coordinates in the feature
map coordinate system are floating point coordinates, that is, the floating point coordinates
of the ROI.

(2) Split all the ROIs into the same number of small cells, which still keep the floating
point coordinates in the feature image coordinate system without quantization, so we
receive two kinds of floating point coordinates of ROIs and split cells in the feature image
coordinate system.

(3) The pixel values corresponding to these floating point coordinates are calculated
via bilinear interpolation so that the pixel values of floating point coordinates and other
integer coordinates in the segmentation unit are calculated. On this basis, the maximum
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pooling operation is performed for each segmentation unit so that a feature map of uniform
size is obtained. Among them, bilinear interpolation extends the single linear interpolation
in one direction to come up in both horizontal and vertical directions.

The theory of linear interpolation can be roughly described as follows: two endpoints
are known; find the coordinates of the point on the line where the two endpoints are
located between the two endpoints, where the horizontal coordinates are the corresponding
floating point pixel coordinate values, and the vertical coordinates are the pixel values.

4. Improving Faster R-CNN Network Training and Evaluation

For the characteristics of bag foreign body detection in this paper, some network
improvements were made to the original Faster R-CNN network, and the final improved
network summary configuration is shown in Figure 13.
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In summary, this paper mainly improves the Faster R-CNN as follows: for the feature
extraction network, the original VGG16 network is replaced with ResNet152 to increase
the feature extraction capability; the FPN and CBAM modules are added after the feature
extraction, and the feature fusion and self-attention mechanisms are added to enrich the
features of the shared feature layer and let the network focus on the size of the foreign
object and the channel. The original IoU loss function is modified to CIoU loss function,
which effectively ensures the aspect ratio of the height and width of the prediction box
to the actual box and speeds up the regression speed of the prediction box; the K-means
clustering algorithm is used to cluster the labeled boxes of the data set, and the anchor box
parameters of the original network are replaced by the anchor box obtained by clustering,
which is more suitable for the foreign object detection in this paper. The ROI Pooling
module of the original network is modified to the ROI Align module to avoid the loss of
accuracy caused by the quantized rounding of the floating point number generated when
the prediction box is mapped and divided by equal size.

5. Results and Analysis
5.1. Network Training

The foreign object detection set used in this paper has 4000 images, including 3200 images
in the training set, 400 images in the validation set, and 400 images in the test set.

In this paper, we use PyTorch as the deep learning framework for network building
and choose PyCharm as the software platform for network building, training, and testing.
The hardware platform configuration is AMD Ryzen 9 5950X 16-Core Processor for CPU,
64 GB of memory, and an NVIDIA RTX A5000 GPU.
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Generally, there are two types of Faster R-CNN network training, alternating optimiza-
tion methods and approximate joint methods. Among them, the alternating optimization
training method is to train the RPN network and Fast R-CNN network alternately. When
training one of the networks, freeze the weights of the other network to make it constant
and only adjust the weights of the training network for learning. Approximate joint train-
ing, also called end-to-end training, where all networks are trained simultaneously, is
generally 1.5 times faster than alternating training while still maintaining accuracy, and
this paper uses the approximate joint training method to train the networks.

5.2. Evaluation Criteria

There are many metrics to evaluate the performance of deep learning networks,
and different metrics can indicate the capability of the same network model in different
directions. Parameters such as recognition accuracy, localization accuracy, and detection
time are commonly used as evaluation criteria in deep learning target detection. The
network evaluation criteria selected in this paper are as follows:

(1) Loss curve
The loss curve reflects the loss dynamics in the training process of a deep learning

network, and the horizontal coordinate of the loss curve in this paper is the number of
iterations of network training.

(2) Precision and Recall
Precision is also called the accuracy rate, and recall is also called the full rate. The

specific equations are shown in 10 and 11.

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

where TP is the number of samples predicted to be positive, i.e., the number of samples
identified as foreign objects, FP is the number of samples with non-target detection errors,
i.e., non-foreign objects identified as foreign objects, and FN is the number of samples with
target detection errors, i.e., foreign objects identified as non-foreign objects.

(3) AP value and mAP value
AP is used to measure the accuracy of the model on different categories, and it can be

obtained by calculating the area enclosed by the precision-recall curve and the coordinate
axis. Additionally, mAP is the average value of AP in multiple categories. In this paper,
only one category of foreign objects is identified, and AP is mAP.

5.3. Training Results

For Faster R-CNN network training, in order to optimize the network results, the
hyperparameters are set as follows: the momentum value of SGD is 0.9; the initial learning
rate is 0.005, updated every three epochs, and the adjustment factor is 0.33; the weight
decay is 0.0001; the batch size is 16, with a total of 3200 training sets, and the completion of
one epoch training requires 200 iterations; the epoch is 20, and the total number of iterations
is 4000.

In this paper, the Faster R-CNN models are trained, and their feature extraction
networks are VGG16, ResNet50, ResNet101, and ResNet152; meanwhile, the modified
networks proposed in this paper are trained. The losses of each iteration are recorded, and
the obtained loss curves are shown in Figure 14.
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As can be seen from the above figure, the loss curve decreases rapidly until 100
iterations, and the networks tend to stabilize and decrease slowly after 250 iterations and
start to converge at 2500 iterations. In this paper, the decline in the network is greater
than that of other networks, and then it tends to stabilize and converge rapidly. In general,
the loss value of this network is smaller and less volatile than other networks, and the
convergence is better. Additionally, the output of the training result AP is shown in
Figure 15.

Processes 2023, 11, x FOR PEER REVIEW 16 of 20 
 

 

For Faster R-CNN network training, in order to optimize the network results, the 
hyperparameters are set as follows: the momentum value of SGD is 0.9; the initial learning 
rate is 0.005, updated every three epochs, and the adjustment factor is 0.33; the weight 
decay is 0.0001; the batch size is 16, with a total of 3200 training sets, and the completion 
of one epoch training requires 200 iterations; the epoch is 20, and the total number of iter-
ations is 4000. 

In this paper, the Faster R-CNN models are trained, and their feature extraction net-
works are VGG16, ResNet50, ResNet101, and ResNet152; meanwhile, the modified net-
works proposed in this paper are trained. The losses of each iteration are recorded, and 
the obtained loss curves are shown in Figure 14. 

0 500 1000 1500 2000 2500 3000 3500 4000

0.0

0.5

1.0

1.5

2.0

2.5

3.0

L
o
s
s

iteration

 VGG16
 ResNet50
 ResNet101
 ResNet152
 Network for this article

 
Figure 14. Training loss curve of different networks. 

As can be seen from the above figure, the loss curve decreases rapidly until 100 iter-
ations, and the networks tend to stabilize and decrease slowly after 250 iterations and start 
to converge at 2500 iterations. In this paper, the decline in the network is greater than that 
of other networks, and then it tends to stabilize and converge rapidly. In general, the loss 
value of this network is smaller and less volatile than other networks, and the convergence 
is better. Additionally, the output of the training result AP is shown in Figure 15. 

2 4 6 8 10 12 14 16 18 20
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

AP

Epoch

 VGG16
 ResNet50
 ResNet101
 ResNet152
 Network for this article

 
Figure 15. AP-epoch curves for different network validation sets. 

From the AP-epoch plot, it can be seen that the AP values of all networks first increase 
rapidly with the increase in training epochs and then gradually stabilize and fluctuate in 
a small range. Comparing the results of the four feature extraction networks on the vali-
dation set shows that ResNet152 has the best results, which shows that the feature extrac-
tion network in the original network is modified to ResNet152 in this paper and is 

Figure 15. AP-epoch curves for different network validation sets.

From the AP-epoch plot, it can be seen that the AP values of all networks first increase
rapidly with the increase in training epochs and then gradually stabilize and fluctuate
in a small range. Comparing the results of the four feature extraction networks on the
validation set shows that ResNet152 has the best results, which shows that the feature
extraction network in the original network is modified to ResNet152 in this paper and is
beneficial for foreign object recognition. Then, compared with the final network in this
paper, the results of this paper’s network are better than the Faster R-CNN with only an
improved feature extraction network.

In summary, this paper improves the feature extraction network, IoU loss function,
anchor box parameter, and ROI Pooling module and adds feature fusion and an attention
mechanism to the final result better than the original VGG16 network. Moreover, other
improvements are made on the basis of the feature network as ResNet152, and the final
results are better.
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5.4. Results and Analysis

The performance of the network models needs to be further validated by a test set,
and the model parameters corresponding to the output when the training results achieve
the maximum AP value on the validation set are selected. The above five network models
were tested, and three images were selected for the experiments, and the results are shown
in Figure 16.
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(d) ResNet101. (e) ResNet152. (f) Network in this paper.

From the above figure, it can be seen that in the first and second rows, as the feature
extraction network adds residuals and deepens, the probability of detecting foreign objects
becomes greater, and the feature extraction network extracts richer foreign object features.
Then, comparing the network of this paper, other improvements are made based on the
improved feature extraction network, which further improves the network’s ability to
discriminate the features of the foreign bodies; in the first and second rows, the network of
this paper has the highest accuracy of detecting the foreign bodies; in the third row, because
the foreign bodies are more similar to the pattern of the liquid bag, which is more difficult
to detect, the foreign objects are not detected by all the other networks, except for the one
of this paper. Overall, the effect of the network proposed in this paper in the test set has
significantly improved compared with other networks. The results of the precision-recall
curves for the above five network models are shown in Figure 17.

From the above figure, it can be seen that the performance of this paper’s network is
the best among the precision-recall curves, and the AP results of each network on the test
set derived from the PR curves are shown in the histogram in Figure 18.

As can be seen from the above figure, in the AP value, ResNet152, as the feature
extraction network of Faster R-CNN, has a better improvement over VGG16, ResNet50,
and ResNet101. Compared with the original network VGG16, ResNet152 improves the
performance by 3.5%, and the final improved network in this paper improves the perfor-
mance over the original network by 7.8% performance over the original network. The
performance improvement corresponds to the test results in Figure 15.
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6. Conclusions

In this paper, a visual acquisition system of the liquid bag is built for liquid bag
foreign body detection, and vignetting correction is performed on the acquired images to
ensure image clarity. The liquid bag foreign body belongs to small target detection, and an
improved Faster R-CNN model is proposed in this paper, and the results are as follows:

(1) Replace the feature extraction network of Faster R-CNN from VGG16 with ResNet152,
which is able to extract more comprehensive and detailed image features. Use CIoU instead
of the IoU loss function to increase the convergence speed and detection accuracy of network
training.

(2) Adding FPN and CBAM modules to the Faster R-CNN network, changing the
network from focusing on only one feature layer to focusing on fours layers, and allowing
the network to focus more on the channel and location size information of the target, which
can increase the network accuracy from the perspective of rich features and improve the
network efficiency from the perspective of focusing on the target information.

(3) The Faster R-CNN network should be adapted to the corresponding anchor box
according to the different target sizes, and the K-means algorithm is used to cluster the
corresponding target sizes and map them to different feature layers, which can improve
the detection accuracy of the network while also improving the detection efficiency.

(4) Using ROI Align instead of the ROI Pooling module can solve the problem of
information loss due to rounding problems in the calculation process, especially for a
situation like this paper where small targets account for a small percentage of pixels, which
can improve the detection performance of the network for small targets.

The improved network in this paper demonstrates superior performance compared
to other networks, achieving a detection accuracy of 97%. This represents a significant
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improvement of 7.8% over the original network. By utilizing target inspection instead of
manual visual inspection, the aim is to provide technical support for intelligent inspection,
thereby enhancing operational efficiency in the factory.

7. Discussion

This paper creates a liquid bag foreign object dataset to automate the detection of
liquid bags in factories. Detection is performed using an improved Faster R-CNN model.
Vignetting correction is applied to the captured images; ResNet152 replaces the original
VGG16 feature extraction network; CBAM attention mechanism is added; IOU, ROI Pool-
ing, and Anchor box parameters are optimized. The optimized network was effectively
improved. Future work will be centered on model deployment.
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