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Abstract: In this paper, we propose a damage identification method based on minimum mean square
error estimation for a wind tunnel flexible plate condition monitoring system. Critical structural
members of important equipment are large in size, and the measurement systems used to monitor
their condition are often complex. The proposed damage identification method is based on the
minimum mean squared error estimator and the generalized likelihood ratio test. It introduced
activation function to generate the standard deviation of the data, which can then simulate the
sensor output. A single sensor damage only affects a single dimension of the output data matrix of
the measurement system. However, structural damage affects the output of multiple sensors. The
damage identification method proposed in this paper can not only distinguish the sensor damage
from the structure damage, but also locate the damaged sensor or structure damage location. This
method can identify the measurement system output anomalies caused by structural damage and
locate the approximate location of the damage. It can be applied to damage identification of important
structural members such as flexible wind tunnel plates. The damage identification method proposed
in this paper is of great significance for damage identification and localization of key components
and sensor systems.

Keywords: wind tunnel flexible plate; minimum mean square error estimation; generalized likelihood
ratio test; damage identification

1. Introduction

The wind tunnel is an important piece of experimental equipment used for aerody-
namic research. It is also the key experimental equipment for research on the aerodynamic
layout of the aircraft. Several studies on the wind tunnel construction were carried out
several decades previously [1–4]. For a long time, wind tunnels have provided the basis for
aerodynamic experiments in various fields (Wind Tunnel Application) [5–10]. The flexible
plate is the core component of the wind tunnel. It is the key to producing a stable flow
field. Flexible plates are subjected to complex loads during the operation of the wind
tunnel. Therefore, the health status of the flexible plate needs to be monitored in real
time. The stress field is an important physical quantity that reflects the health status of
the flexible plate. The flexible plate stress field requires multi-point measurements. Fiber
Bragg gratings (FBG) are fiber optic sensors that are sensitive to stress and temperature.
In this paper, the FBG sensor is used to measure the local strain of the flexible plate. The
measurement system composed of multiple sensors will have measurement errors caused
by the failure of individual sensors during operation.

The principal component analysis algorithm (PCA) is the most commonly used data
dimensionality reduction method. It is widely used in data analysis, artificial intelligence
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algorithms and other fields [11–20]. Previous research has established that principal com-
ponent analysis is used to diagnose the damage of the sensor in the sensor system. Dunia
has made use of PCA to develop a model that captures correlation among different sensors.
That study reconstructed the sensor system with the help of the model and established a
sensor fault diagnosis method [21]. A method for diagnosing sensor failures in air-handling
units based on multivariate statistical methods and principal component analysis has been
proposed [22]. Hu et al. proposed an adaptive principal component analysis method to
train the sensor group data and used this method to identify the chiller sensor fault [23].
Navi et al. studied a partial kernel principal component analysis method to detect sen-
sor faults in aeroderivative industrial gas turbines [24]. Sharifi and Langari proposed a
probabilistic principal component analysis model for diagnosing sensor faults in nonlinear
systems [25]. Li et al. constructed a principal component analysis method based on statisti-
cal methods and used it for sensor fault detection in nuclear power plants [26]. Guannan
and Yunpeng proposed a principal component analysis method based on ensemble em-
pirical mode decomposition denoising and applied it to sensor fault detection in heating,
ventilating and air conditioning systems [27]. Yu et al. researched a corrected reconstruction
algorithm to improve the accuracy of PCA reconstruction. In this study, the improved
principal component analysis method is applied to the detection of sensor faults in nuclear
power plants [28]. Shaomin et al. studied a principal component analysis method using
the Euclidean distance statistical method to remove outliers and used it for sensor fault
diagnosis in nuclear power plants [29]. These studies are applications of PCA methods in
the field of process control such as chemical production. The number of sensors in these
applications is limited and the measurement data are not abundant. However, for wind
tunnel flexible plate condition monitoring system with multiple measurement parameters
and sensors, the PCA method alone cannot handle the task.

There are many methods for diagnosing sensor faults besides PCA. Mohamed has
submitted a model-based fault diagnosis method using knowledge base and fuzzy logic
techniques [30]. Berriri and Slama-Belkhodja constructed an enhanced parity space ap-
proach to solve the problem of sensor fault detection and isolation [31]. Sharifi isolated
sensor faults based on the residual’s direction found from the residual generator [32]. Rao
and Kasireddy submitted a sensor fault detection and isolation technique based on the null
subspace method [33]. Yang et al. researched an online sensor fault identification method
using the random forest algorithm [34]. Shahnazi and Qing developed a sensor fault
identification method based on the adaptive fuzzy proportional-derivative sliding mode
observer for nonlinear systems [35]. Yuqing et al. proposed a fault diagnosis algorithm
based on the multi-sensor fusion method for sensor faults in spacecraft control systems [36].
Heydarzadeh and Nourani studied a novel fault detection and isolation architecture based
on predictive models of fault-free processes [37]. Tolouei and Shoorehdeli built a sensor
fault detection approach based on nonlinear parity technique [38]. Taken together, this
research makes it known that the fault diagnosis of the sensor can start from many aspects.

The response of the sensor system can be used not only to diagnose sensor faults, but
also to identify structural damage. Kullaa constructed a structural damage identification
method based on the dynamic response of a series of accelerometers [39–42]. First, he
estimated each sensor using minimum mean squared error estimation; second, he used a
generalized likelihood ratio test to detect abnormal sensors; finally, he replaced the detected
abnormal sensor response with the remaining sensor responses to distinguish structural
damage from sensor fault.

The flexible plate is a key component of the wind tunnel. The premise of forming a
stable flow field in a wind tunnel is the precise deformation of the flexible plate. During this
process, the flexible plate must withstand the pushing force (traction) of the actuator and
the aerodynamic load. Complex loads can cause damage to the flexible plate. Therefore,
the health status of the flexible plate should be monitored.

In addition, the design life of flexible plate structures in wind tunnels often exceeds
several decades, whereas fiber optic sensors, as an optical component, have a sensor life
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of only ten years and are prone to failure due to aging during use. On the other hand,
in flexible plate health monitoring systems, dense sensor arrays are usually arranged to
achieve good monitoring and diagnostic performance. A sensor network composed of a
large number of sensors operates online for a long time, and is affected by environmental
factors such as temperature, humidity, vibration, impact, and changes in workload, result-
ing in performance degradation or even failure of some sensors. The structural response
changes caused by sensor failures are often on the same order of magnitude as the structural
response changes caused by structural damage, and are often mistakenly attributed to
structural damage, leading to system false positives. Therefore, it is of great importance to
study sensor fault detection and identification in structural health monitoring of flexible
plates.

The health status monitoring system of the wind tunnel flexible plate is shown in
Figure 1. The optimal layout of sensor networks has physical model redundancy and
statistical related redundancy characteristics. Thus, the output of a single faulty sensor
in the network can be reconstructed from the remaining health sensors to achieve fault
tolerance monitoring. The damage identification method proposed in this paper can not
only distinguish the sensor damage from the structure damage, but also locate the damaged
sensor or structure damage location. A single sensor damage only affects a single dimension
of the output data matrix of the measurement system. Therefore, the measurement data
of the damaged sensor can be replaced by that of other health sensors. The results of
simulation experiments confirm this analysis. When the structure itself is damaged, the
output model of the sensor network no longer obeys the Gaussian process; thus, sensor
data near healthy structures cannot be used as a substitute for sensor data near structural
damage. The experimental results show that the change in evaluation indicator caused by
structural damage will not disappear because the damage location sensor data are replaced.
Moreover, the experimental results show that the damage detection method proposed
in this paper can locate the damaged sensor or structure damage location. The damage
identification method proposed in this paper can not only distinguish the sensor damage
from the structure damage, but also locate the damaged sensor or structure damage location.
This method can identify the measurement system output anomalies caused by structural
damage and locate the approximate location of the damage. This paper is a meaningful
attempt to apply the method to the health condition monitoring of wind tunnel flexible
plates. The major structure of this study takes the form of four parts, including Sections 2–4.
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Figure 1. Health status monitoring system of wind tunnel flexible plate.

2. Structural Damage and Sensor Fault Detection Method

Structural damage and degradation of sensor performance can cause changes in the
detected sensor system output values. This section uses statistical analysis methods to
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detect the abnormal output of sensor systems. The analysis methods used in this paper
are: minimum mean square error estimator (MMSE) and generalized likelihood ratio test
(GLRT).

2.1. Minimum Mean Square Error Estimator

The output model of the sensor network conforms to a Gaussian process. When the
sample (Change with Time) size is large enough, the output of the sensor system obeys a
multivariate normal distribution.

p(x) = |2πΣ|−1/2 exp
[
−1

2
(x− µ)TΣ−1(x− µ)

]
(1)

In the above Equation (1), X represents the output vector of the sensor system at the
same time; µ is the sample mean vector; Σ is the covariance matrix.

Any one sensor is assumed to be abnormal, then the rest of the sensors can represent it.
The abnormal output of sensor system is u, then the output vector of the remaining sensors
is v. The sensor network input vector can be expressed as:

x =

[
u
v

]
(2)

Next, the covariance matrix can be expressed as:

Σ =

[
Σuu Σuv
Σvu Σvv

]
=

[
Γuu Γuv
Γvu Γvv

]−1

= Γ−1 (3)

Then, the abnormal output of sensor system can be estimated as:

û = E(u|v) = µu − Γ−1
uu Γuv(v− µv) (4)

where µu is the abnormal sensor output average; µv is the normal sensor output average.
E(u|v) represents expectation. The error covariance matrix is

Φ = cov(u
∣∣∣v) = Γ−1

uu (5)

The expectation and covariance matrix calculated by Equations (4) and (5) are inter-
mediate quantities of Equation (1).

2.2. Sensor System Abnormal Output Detection Generalized Likelihood Ratio Test (GLRT)

The estimated value of the anomaly sensor follows Gaussian distribution (Conditional
Probability):

p(u|v) = |2πΦ|−1/2 exp
[
−1

2
(u− û)TΦ−1(u− û)

]
(6)

The abnormal output of sensor system is confirmed by hypothesis testing. The gener-
alized likelihood ratio for each sample is as follows:

L =
p(u|v; H1)

p(u|v; H0)
(7)

where p(u|v;Hi) is conditional probability density function for the Hi hypothesis; H1 is
alternative hypothesis; H0 is null hypothesis. In order to effectively detect the abnormal
output of the sensor system, the above ratios are processed:

s = ln(L) = ln
p(u|v; H1)

p(u|v; H0)
(8)
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The generalized likelihood ratio matrix of the whole sample is:

S =


s11 s12 · · · s1n
s21 s22 · · · s2n
...

...
...

...
sm1 sm2 · · · smn

 (9)

where sij is generalized likelihood ratio for the i-th sample of the j-th sensor. Overall, if a
sensor has a large, generalized likelihood ratio, it is likely to generate anomalous output.
In order to determine the source of abnormal output, the root mean square (RMS) of each
sensor (j = 1, 2, 3, . . . , n) is calculated separately:

sj =
1
m

√
m

∑
i=1

s2
ij (10)

If the RMS of one sensor is larger than that of the other sensors and the difference is
significant, then it is the sensor that is producing abnormal output.

2.3. Principal Component Analysis (PCA)

For a sensor system, it has multiple sensors, so it has multi-dimensional data output.
For the evaluation of multidimensional data, dimensionality reduction is generally adopted.
The PCA is the most commonly used data dimensionality reduction method. In order to
find a quantity that reflects the generalized likelihood ratio level of the sensor system at
each sample moment, a PCA analysis is performed on the matrix S.

First, the number of samples for PCA analysis is set to p, and the matrix S is divided
into l (l = m/p) groups.

S =



s1,1 s1,2 · · · s1,n
s2,1 s2,2 · · · s2,n
...

...
...

...
sp,1 sp,2 · · · sp,n
sp+1,1 sp+1,2 · · · sp+1,n
sp+2,1 sp+2,2 · · · sp+2,n
...

...
...

...
s2p,1 s2p,2 · · · s2p,n
...

...
...

...
sm−p+1,1 sm−p+1,2 · · · sm−p+1,n
sm−p+2,1 sm−p+2,2 · · · sm−p+2,n
...

...
...

...
sm,1 sm,2 · · · sm,n



=


G1
G2

...
Gl

 (11)

After PCA analysis, the first principal component score gsi = (gsi1, gsi2, . . . , gsin) of
the matrix Gi (i = 1, 2, . . . , l) is obtained. Then, the first principal component score matrix
can be obtained:

GS =


gs11 gs12 · · · gs1n
gs21 gs22 · · · gs2n

...
...

...
...

gsl1 gsl2 · · · gsln

 (12)

The first principal component score of matrix Gi is an important parameter reflecting
the level of the data in this group. In order to fully reflect the situation of matrix Gi, this
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paper selects the maximum (high-indicator) (αi) and minimum (low-indicator) (βi) scores
of its first principal component as evaluation indicators. The indicator matrixes are:{

A =
[
α1 α2 · · · αl

]T

B =
[
β1 β2 · · · βl

]T (13)

2.4. Statistical Process Control (SPC)

Statistical process control is a process control tool that combines mathematics statistics.
In this paper, the output data state of the sensor system is judged by the control chart. The
key parameters of a control chart are the upper bound (UCL) and lower bound (LCL) of the
indicator. Assume the indicator matrix is:

X =
[
x1 x2 · · · xl

]T (14)

The matrix X is divided into N (N = l/q) groups.
X =

[
γ1 γ2 · · · γN

]T

γ1 =
[

x1 x2 · · · xq
]

γ2 =
[

xq+1 xq+2 · · · x2q
]

γq =
[

xl−q+1 xl−q+2 · · · xl
] (15)

The mean (Kj) and range (Rj) of the matrix γj (j = 1, 2, . . . , N) can be calculated as
follows:  Kj =

1
q

jq
∑

i=(j−1)q+1
xi

Rj = Max(γj)−Min(γj)

(16)

The upper limit (UCL) and lower limit (LCL) of the statistical quality control chart are
solved using the following formula.

UCL = 1
n

n
∑

j=1
Kj + A2

1
n

n
∑

j=1
Rj

LCL = 1
n

n
∑

j=1
Kj − A2

1
n

n
∑

j=1
Rj

(17)

where the value of A2 is related to the sample size (q).

2.5. Detection Method

The indicator matrices A and B reflect the state of the sensor system output in the
corresponding period. After the indicator matrices are calculated, this paper draws a
control chart of the sensor system principal component scores. In the control chart, it can
be displayed whether the principal component score of the sensor system output exceeds
the limit.

3. Simulation Validation and Discussion

In this paper, the local acceleration information of the flexible plate is collected by
simulation method. The details of the experiment are shown in Figure 2. As shown in
the figure, one end of the flexible plate is fixed, and the impact load is loaded at the other
end. The grid of the flexible plate is independently selected by the software. In this paper,
acceleration measurement points are set locally on the flexible plate. The dynamic loads
are then loaded onto the flexible plate. In this paper, local acceleration dynamic data of the
flexible plate are collected under the healthy condition. Statistical regularity of acceleration
data at each measurement point under structural health state is shown in Figure 3. The
same experimental procedure was performed after the flexible plate structure was damaged.



Processes 2023, 11, 1791 7 of 14

The statistical rule of acceleration data for each measured point under structural damage is
shown in Figure 4.
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Figure 4. Statistical regularity of acceleration data for each measured point under structural damage.

As shown in Figures 3 and 4, the boxplots of each acceleration measurement point
data for the healthy and damaged flexible plate are symmetrical and their mean and
median values overlap. Therefore, it can be concluded that the acceleration measurement
point data in both states follows the normal distribution. This conclusion provides the
foundation for the simulation of acceleration data. In this paper, the reliability of the
new damage identification method is verified by using sensor damage data and data from
damaged structures, respectively. Both structural damage and data from damaged structure
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were simulated from the data obtained from the previous simulation experiments. The
acceleration data of the local measurement points of the flexible plate under two different
conditions are examined under the normal distribution law. Assume that the mean and
standard deviation of each measured point data for the health state and the state to be
detected are: µ0, σ0, µ1, σ1. A new random number with normal distribution is generated
to replace the simulated acceleration data. The formula for calculating the simulated
acceleration random number is shown in Equation (22) to improve the sensitivity of this
method, the standard deviation of the acceleration data in unknown state is processed. The
formula for calculating standard deviation of measured points to be detected is shown in
Equation (23). The formula for generating acceleration data for measured points in healthy
and undetected states is shown in Equation (24).

µ0 =
[

µ0
1 µ0

2 µ0
3 · · · µ0

10
]

(18)

σ0 =
[

σ0
1 σ0

2 σ0
3 · · · σ0

10
]

(19)

µ1 =
[

µ1
1 µ1

2 µ1
3 · · · µ1

10
]

(20)

σ1 =
[

σ1
1 σ1

2 σ1
3 · · · σ1

10
]

(21)

{
a =

[
a1 a2 a3 · · · a10

]
ai = Norm(rand(), µi, σi)

(22)

 σ∗ =
[

σ∗1 σ∗2 σ∗3 · · · σ∗10
]

σ∗i = σ1
i +

50(σ1
i −σ0

i )

1+e−100(σ1
i −σ0

i )

(23)


a0 =

[
a0

1 a0
2 a0

3 · · · a0
10
]

a1 =
[

a1
1 a1

2 a1
3 · · · a1

10
]

a0
i = Norm(rand(), µ0

i , σ0
i )

a1
i = Norm(rand(), µ1

i , σ∗i )

(24)

Based on the results of the simulation calculation of the flexible plate, the data of each
measured point in the healthy state are extracted, and the mean (µ0) and standard deviation
(σ0) are calculated. The mean and standard deviation of each measured point data under
the condition of flexible plate damage are: µ1, σ1. The authors substituted the mean µ0 and
standard deviation σ0 of each measured point in the healthy state into Equation (24) to
generate 2000 groups of simulated acceleration data as health data. The acceleration data
of each test point after the flexible plate structure damage comprise 2000 groups. The first
1000 groups are generated with the mean and standard deviation in the healthy state, and
the last 1000 groups are calculated with the mean µ1 and standard deviation σ* of each
test point data in the structure damage state. To verify the effectiveness of this method in
the case of sensor damage, the authors used the above methods to generate health and
damage data. The mean and standard deviation used in the last 1000 sets of damage data
are: µ1, σ#. 

σ# =
[

σ#
1 σ#

2 σ#
3 · · · σ#

10
]

σ#
i = σ0

i (i = 1, 2, 3, · · · , 9)
σ#

10 = σ0
10 +

50∆
1+e−100∆

(25)

The author substitutes the simulated sensor damage data generated by the above
methods into the proposed diagnostic method and draws a control chart. The generalized
likelihood ratio matrix S can be used to locate damaged sensors or structural damage
locations. Because of the large number of test data, the positioning matrix E is introduced
for easy expression. See Equation (26) for the calculation formula of E. The identification
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effect of the diagnosis method proposed in this paper for Sensor damage is shown in
Figure 5. Figure 5b identifies the damaged sensor label (No. 10 sensor). The measurement
results of damaged sensors can be replaced by the measurement results of other healthy
sensors. Equation (4) can calculate the measurement results of the replaced sensor. The
change in each indicator after the damaged sensor is replaced is shown in Figure 6. As
mentioned above, the authors made the same treatment for the data of structural damage.
The authors have drawn relevant figures, as shown in Figures 7–9.

E =


e1,1 e1,2 · · · e1,10
e2,1 e2,2 · · · e2,10

...
...

. . .
...

eτ,1 eτ,2 · · · eτ,10


e f ,j =

1
κ

f κ

∑
i=( f−1)κ+1

si,j( f = 1, 2, · · · , τ)

(26)
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This section simulates the dynamic acceleration data of the flexible plate and the
sensor damage data. The authors input the sensor damage data and structural damage data
into the damage identification method, and draw the correlation diagram. Figures 5 and 6
show that this method can identify and locate sensor damage. The reason is that the sensor
damage only affects the single dimension of the system output data matrix. This effect can
be eliminated by the rest of the healthy sensor data. Figures 7–9 show that this method
can identify structural damage and locate the approximate location of damage. When
the structure is damaged, the output model of the sensor network no longer conforms
to the Gaussian process. Therefore, replacing the sensor data near the damage with the
sensor data near the healthy structure will not change the deviation of the evaluation
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indicator. Based on the original data, this paper generates health data and damage data
that conform to the normal distribution law, which is a strong support to optimize the effect
of damage identification methods. At the same time, the activation function (Equation (23))
is used to generate the standard deviation of the data to be measured, which amplifies the
output deviation of the sensor system caused by damage. Therefore, the effect of damage
identification is obvious.
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4. Conclusions

In this paper, a damage identification method for the wind tunnel flexible plate based
on minimum mean square error estimation is proposed. This method can effectively
distinguish the sensor damage and structural damage, and can locate the damaged sensor
and structural damage area. The following conclusions were drawn during the study:

(1) The damage identification method proposed in this paper can identify the output
anomalies of the measurement system caused by sensor failures and locate the damaged
sensors. The reason is that the sensor damage only affects a single dimension of the system
output data matrix.

For a sensing system consisting of multiple sensors, each sensor inside it has output
data. Individual sensor damage can cause a deviation in one dimension of the system
output data. Additionally, the output model of the sensing network is consistent with the
Gaussian process. In the case of data abundance, one dimension of the output data of
the sensing network can be replaced by the data of the remaining dimensions. If the one
dimension of the data deviates, then it can be simulated using the data from the remaining
dimensions. For a sensing network with one sensor damage, a significant change in one
dimension of the damage localization matrix occurs. If the abnormality disappears after
one dimension of the damage localization matrix is replaced by the remaining dimensions,
then the sensor of the abnormal dimension is the damage sensor.

(2) This method can identify the measurement system output anomalies caused by
structural damage and locate the approximate location of the damage. The reason is that
structural damage causes abnormal output of many sensors around it.

For the damaged structure, its inherent properties change. The excitation will cause the
output of the sensor network to deviate because of its structural change. Structural damage
can cause abnormal output of some sensors in the sensor network. These anomalies are
caused by structural factors. The abnormal output caused by the internal causes of the
structure cannot be simulated by the data of the health dimension. When the abnormality
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of the damage location matrix cannot be simulated by the health dimension, the damage is
caused by structural damage. The area where the abnormal output sensors are located is
the damage location.

(3) The damage identification method proposed in this paper can be applied to damage
identification of important structural members such as wind tunnel flexible plates. This is
also an important contribution of this paper.

The flexible plate is a key component of the wind tunnel. Complex loads can cause
damage to the flexible plate. Therefore, the health status of the flexible plate should be
monitored. The health status of the flexible plate monitoring system consists of a number
of FBG sensors arranged on it. The sensor damage of this system and the localization of
the damaged sensor can be implemented using the method proposed in this paper. At the
same time, the damage and damage location of the flexible plate can also be realized using
this method.

(4) For a measurement system whose output data conform to the law of normal
distribution, damage identification can be carried out using simulation data based on the
original data.

For the measurement system whose output conforms to the Gaussian process, this
method can be used to verify the effectiveness of the measurement system for damage
identification in the absence of actual measurement data. At the same time, the method can
provide a preview for the placement of the sensor network.
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