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Abstract: This paper presents and compares the mathematical models and computational fluid
dynamics (CFD) models for degassing of oxygen from water in a laboratory-scale multi-function
gas-liquid contactor under various operating conditions. The optimum correlations of the overall
volumetric liquid-phase mass transfer coefficient (kLa) are determined by the mathematical models
of specific contactors. Both the continuous-reactor model and semi-batch model can evaluate the
degassing efficiency with relative errors within ±13%. Similarly, CFD models agree with experimental
data with relative errors of ±10% or less. Overall, the mathematical models are deemed easy to use
in engineering practice to assist the selection of efficient contactors and determine their optimum
operation parameters. The CFD models have a wider applicability, and directly provide the local mass
transfer details, making it appropriate for harsh industrial scenarios where empirical correlations for
important quantities are unavailable. Combining these two types of models can effectively guide the
design, optimization, and operation of the high-throughput degassing system.
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1. Introduction

Degassing technology has been widely used in many industries for the protection of
the environment, control of product quality, and so on. For instance, removing hydrogen
sulfide from liquid sulfur is essential, not only to ensure the quality of sulfur, but also to
reduce the harm to operators and the environment [1]. The removal of dissolved oxygen
(DO) from the oilfield injection water and boiler feed water can effectively reduce the
corrosion of pipelines and equipment caused by oxygen, and inhibit the reproduction of
bacteria [2,3]. In addition, removing hydrogen and nitrogen from the molten steel can
avoid defects in products [4,5]. Similarly, oxygen removal of juice can improve chemical
stability, reduce the use of additives, and enhance product shelf-life [6]. Degassing is also
needed for the production of man-made fiber and resin to ensure the high reliability of
products [7–9].

The development of an efficient and high-throughput degassing process and equip-
ment is important to enhancing the degassing efficiency and rate [1]. However, some
degassing processes, such as molten steel degassing [4] and sulfur degassing processes [1],
have relatively harsh reaction conditions, and involve dangerous compounds (e.g., toxic
hydrogen sulfide). As a result, experimental investigation in such systems becomes chal-
lenging. Conversely, reactor modelling can help to understand the system for process
optimization without extensive experiments.

Among modelling works, a mathematical model can guide degasser selection and
optimization because it predicts the performance of degassing devices under various
operating conditions [10]. For degassing, which highly depends on effective gas-liquid
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mass transfer, determining the volumetric liquid-phase mass transfer coefficient (kLa) is
necessary for its mathematical modelling [11]. Various models are developed for the kLa
of primary industrial contactors for degassing, including the gas-inducing agitated tank
(GIAT) [1], conventional stirred tank reactor (CSTR) [12,13], and bubble column (BC) [14].
However, results reported so far differ from researcher to researcher. Thus, choosing the
optimum correlation for kLa evaluation in a specific reactor is crucial.

Many researchers have proposed different correlations for the overall kLa in diverse re-
actors by associating its value with numerous parameters. For example, Yu [15] put forward
two correlations for GIAT by compiling 44 data points in the literature and validated the
correlations by their experiments. Comparatively, the correlation based on power input per
liquid volume outperforms the other. For CSTR, the two developed by Yawalkar et al. [16]
and Kapic and Heindel [17] are the most applicable among proposed empirical correlations.
Furthermore, Akita and Yoshida [18] developed a dimensionless correlation for gas-liquid
systems in BCs equipped with simple gas spargers [19]. Alternatively, a semi-theoretical
equation [20] derived from Kolmogoroff’s theory of isotropic turbulence can estimate the
kLa in BCs with effective distributors such as porous media.

Although the mathematical model of a degasser is easy to implement, it cannot
predict the local details inside the reactor. Additionally, the applications of mathemat-
ical modelling are limited to particular operating conditions because it highly relies on
empirical correlations.

Alternatively, the local flow fields and local kLa in the reactor can be predicted by cou-
pling the computational fluid dynamics (CFD) with theoretical mass transfer models [21,22].
In addition, CFD simulation numerically solves flow and transport equations, and can
serve working conditions and reactor types with few limitations. Describing the bubble
sizes is of the essence in CFD modelling for the calculation of kLa. Because the liquid-phase
mass transfer coefficient (kL) normally varies little, the change of specific interfacial area
(a) determines the change of kLa [19,23]. Additionally, a greatly relates to bubble diameter.
The uniform size model (USM) is an applicable one. The population balance model (PBM)
is optional [24,25]. There are also various models available for the calculation of kL, such
as the slip penetration model [26] and the eddy cell model [27]. Both are applicable to
BCs [28]. The eddy cell model with different reactor-specific fitting constants is usually
used in agitated systems [29,30].

Many researchers studied the mathematical and CFD modelling of different mass-
transfer systems [14,31]. To our best knowledge, however, there is no research on the
modelling of the HYSPEC degasser [32], which is crucial equipment in the sulfur pro-
duction industry, in the literature. A laboratory-scale HYSPEC degasser was built by
Lei [1], and a series of oxygen removal tests were carried out to experimentally study its
degassing efficiency.

We present the mathematical modelling and CFD simulations of the multi-function
degasser built by Lei [1] under various operating conditions. The major novelty of this
work is summarized as below.

1. This paper presents the mathematical models and CFD models for degassing of
oxygen from water in the laboratory-scale multi-function gas-liquid contactor, which
can switch between GIAT, CSTR, and BC, to guide the modelling and design of various
degassing systems.

2. The optimum correlations of the overall kLa are determined by the mathematical
models established for specific reactor types.

3. The CFD simulations are conducted to further reveal the mass transfer details in
the contactor.

The performance of mathematical models based on available kLa correlations is vali-
dated using experimental data. In addition, CFD simulations of several selected cases are
carried out, and compared with the developed mathematical models. Section 2 introduces
the mathematical and CFD models for different degassers. Section 3 presents the results
with in-depth discussion. Conclusions are drawn in Section 4.
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2. Model Development
2.1. Degassing System

Figure 1 shows the schematic of a lab-scale system for degassing oxygen from water by
nitrogen bubbles. The degasser can be switched between reactor types depending on oper-
ating conditions. It acts as a GIAT without nitrogen injection. Additionally, when nitrogen
is fed into the system, the contactor works as either a CSTR with mechanical agitation or a
BC without stirring. It can be operated continuously or batch-wise with respect to liquid
phase under normal conditions, i.e., atmospheric pressure (101,325 Pa) and room tempera-
ture (293.15 K). Details about the system have been reported in our previous work [1,33].
Briefly, the degassing system consists of a 419.1 mm (i.e., Z = Z1 + Z2) long pipeline with
inner diameter (ID) of 25.4 mm, a porous media bubble generator, and a square acrylic tank.
The tank dimensions (height × length × width) are 457.2 mm × 406.4 mm × 406.4 mm.
The liquid/gas inlet is in the geometric center of the cell bottom. Keeping the water level at
304.8 mm, the 4-bladed straight turbine impeller is submerged 241.3 mm below the liquid
surface. Both the impeller diameter and vertical width are 101.6 mm. The concentration
of DO is measured by a Hach DO meter (Model WU-53013-10 from Cole-Parmer). The
mathematical models and CFD simulations are validated by experimental data obtained
by Lei [1].
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Figure 1. Schematic of the lab-scale liquid degassing system.

2.2. Mathematical Modelling
2.2.1. Continuous Bubble Degasser
Degassing in a Horizontal Pipe

For simplification, the whole pipe is treated as a horizontal one. The flow in it is
considered stratified at the superficial gas and liquid velocities [34], which is shown in
Figure 2. The operational conditions, including superficial liquid velocity, gas velocity, and
pipe diameter, chosen for this degassing system, fall into the applicable ranges used by
Jepsen [35]; therefore, Equation (1) [35] is used to evaluate the horizontal pipe volumetric
mass transfer coefficient, kLap.

kLap = 3.47ε0.40D0.50
L µ0.05

L σ0.50d−0.68
p (1)
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where ε is frictional energy dissipation, DL is molecular diffusivity of solute oxygen in
water, i.e., 2.3 × 10−9 m2/s, σ is surface tension of water, dp is horizontal pipe diameter,
and µL is liquid dynamic viscosity.

Processes 2023, 11, x FOR PEER REVIEW 4 of 23 
 

 

2.2. Mathematical Modelling 
2.2.1. Continuous Bubble Degasser 

Degassing in a Horizontal Pipe 
For simplification, the whole pipe is treated as a horizontal one. The flow in it is con-

sidered stratified at the superficial gas and liquid velocities [34], which is shown in Figure 
2. The operational conditions, including superficial liquid velocity, gas velocity, and pipe 
diameter, chosen for this degassing system, fall into the applicable ranges used by Jepsen 
[35]; therefore, Equation (1) [35] is used to evaluate the horizontal pipe volumetric mass 
transfer coefficient, 𝑘௅𝑎௣. 𝑘௅𝑎௣ = 3.47𝜖଴.ସ଴𝐷௅଴.ହ଴𝜇௅଴.଴ହ𝜎଴.ହ଴𝑑௣ି ଴.଺଼ (1)

where 𝜖 is frictional energy dissipation, 𝐷௅ is molecular diffusivity of solute oxygen in 
water, i.e., 2.3 × 10−9 m2/s, 𝜎 is surface tension of water, 𝑑௣ is horizontal pipe diameter, 
and 𝜇௅ is liquid dynamic viscosity. 

 
Figure 2. (a) Cross section and (b) an infinitesimal element of an ideal horizontal gas-liquid stratified 
flow. 
Figure 2. (a) Cross section and (b) an infinitesimal element of an ideal horizontal gas-liquid strati-
fied flow.

The ε is expressed as [35]

ε =
dp
dz

(uSL + uSG) (2)

where dp
dz , uSL, and uSG are pressure drop per unit length, superficial liquid velocity, and

superficial gas velocity, respectively.
Referring to Figure 2a, we can obtain the force balance onto the liquid phase as

follows [36]:
dp
dz

=
τWLSL + τiSi

AL
(3)

AL =
π

4
(
1 − εGp

)
d2

p (4)

SL =
dp

2
θ (5)

Si = dp sin(θ/2) (6)
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The εGp can be estimated using Equation (7) [37] below.

εGp = 0.83
(

QG
QG + QL

)
(7)

Then, the Newton’s method is used to solve Equation (8) to calculate the subtended
angle, θ, in Figure 2a.

θ − sinθ − 2π
(
1 − εGp

)
= 0 (8)

The method proposed by Taitel and Dukler [36] as follows can be used to estimate the
interfacial shear stress, τi, and liquid-phase wall shear stress, τWL:

τWL = fL
ρLu2

AL
2

(9)

τi = fi
ρG(uAG − uAL)

2

2
(10)

uAG = uSG/εGp (11)

uAL = uSL/
(
1 − εGp

)
(12)

where uAL is actual liquid velocity, uAG is actual gas velocity, ρG is gas density, and ρL is
liquid density.

The liquid and interfacial friction factors, fL and fi, can be calculated according to
Spedding and Hand [38],

fL = 0.0262
[(

1 − εGp
)

ReSL
]−0.139 (13)

fSG = 16/ReSG (14)

fi
fSG

= 1.76
(uSG

6

)
+ ki (15)

where Re is the Reynolds number, and

ki = 2.7847 log10

(
uSL

uSL + 6

)
+ 7.8035 (16)

The stratified flow condition can be determined using the flow map developed by
Mandhane et al. [34] Then, Equation (17) can be used by assuming a plug flow in the
horizontal pipe and applying mass balance to the liquid phase in an infinitesimal element,
as shown in Figure 2b.

QL
dcLp

dz
= −kLap

πd2
p

4
(
cLp − cs

)
(17)

where cLp and cs are DO concentrations in liquid in the pipe. Then, using Henry’s law and
the ideal gas law to evaluate the saturated or interfacial concentration cs,

cs =
cGRT

H
(18)

where R is gas constant, T is temperature, and H is Henry’s law constant.
At steady state, mass conservation gives Equation (19).

QGdcGp = −QLdcLp (19)
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Integrating Equation (19) using the bounds, cGp = cGin at cLp = cLin, gives,

cGp =
QL
QG

(
cLin − cLp

)
+ cGin (20)

The nitrogen gas cylinder used in this work is from Paraxair Inc. It is of industrial
purity (99.5%) and contains some contaminants which are mainly oxygen and rare argon.
Equation (21) can be used by assuming that the impurity is only oxygen, and that ideal gas
law applies:

PO2in = 0.5%(PA + ρgh) (21)

where PO2in is oxygen partial pressure at inlet, g is gravitational acceleration, h is liquid
height, and PA is atmospheric pressure. Then,

cGin = PO2in/RT (22)

Substituting Equations (18) and (20) into Equation (17) gives,

dcLp

dz
= −

πd2
p

4
·

kLap

QL

[
cLp

(
1 +

RTQL
QG H

)
− RT

H

(
QL
QG

cLin + cGin

)]
(23)

The integration of Equation (23) with cLp = cLin at z = 0 leads to

cLp(z) =
cLin − RT

H cGin

1 + RTQL
HQG

exp

[
−

πd2
pkLaP

4QL

(
1 +

RTQL
HQG

)
z

]
+

RT
H

(
QL
QG

cLin + cGin

)
1 + RTQL

HQG

(24)

Thus, the inlet DO concentration, cLTin, of the subsequent stirring tank equals to the
concentration of DO at z = 0.4191 m. That is, cLTin = cLp(0.4191).

Degassing in the Stirred Tank

The degasser functions as a GIAT when no purge nitrogen is added. The nitrogen
gas cannot be induced into the tank until the impeller speed reaches the critical speed,
Ncr, below where there is no evident degassing effect [39]. Ncr is often greater than the
minimum impeller speed for the complete dispersion of the gas phase, Ncd [15,17]. Thus, it
is deemed reasonable to treat the two phases as perfectly mixed when the rate of agitation
is above Ncd.

Alternatively, the degasser functions as a CSTR, instead of a GIAT, when extra nitrogen
gas is fed into the degasser. The reason is that the flow rate of injected purge nitrogen is
usually dominant, which is much greater than the induced one. It is preferred to set the
agitation speed of a CSTR above Ncd to fully utilize the reactor. Thus, the gas-liquid contact
in the tank can be considered as perfect mixing regardless of the nitrogen injection. At the
steady state, the mass balance of the tank can be described using Equation (25).

cLout =
QLcLTin + kLaTVLcsT

QL + kLaTVL
(25)

where cLout is the DO concentration at the outlet, cLTin is the DO concentration at the inlet,
csT is the interfacial gas concentration in the reactor, kLaT is the volumetric liquid-phase
mass transfer coefficient of stirring tank, and VL is the liquid volume.

For simplicity, csT is assumed to remain constant of cs (0.4191), which can be calculated
from Equations (18), (20)–(22) and (24). The kLaT depends on the reactor type. For the
GIAT type, the kLaGI can be calculated using Equations (26)–(29) [15] when no nitrogen gas
is added.

kLaGI = 1.212
(

Pc

VL

)0.0816
(

QI

d2
T

)0.692(
s

dT

)−0.390
(26)
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QI = 0.0021
(

N2
I − N2

cr

)0.75
d3

I (27)

Ncr =

√
0.21gs
dI

(28)

Pc = ρLWN3
I R4

I

22.24 − 6.71

[
1 − 2gs

0.84(πdI NI)
2

]3
+ 1.767(2πNI) (29)

where QI is the gas induction rate, dI is the impeller diameter, dT is the stirring tank
diameter, s is impeller submergence, NI is the impeller speed, Pc is the power consumption,
RI is the impeller radius, and W is the impeller vertical width.

For the prediction of kLaC for a CSTR, the superficial gas velocity, UG, is an important
parameter. Two nitrogen sources contribute to UG in a CSTR, including the injected nitrogen
through a bubble generator made of porous media, and the induced gas by impeller rotation.
UG then can be determined by

UG =
QG + QI

d2
T

(30)

Thus, kLaC can be calculated using Equations (27), (28), (31) and (32) [17]. Substituting
kLaC into Equation (25) then can obtain the dissolved gas concentration at outlet.

kLaC = 1.59
(

NI
Ncd

)1.342
U0.93

G

(
dT
dI

)0.415
(31)

Ncd =
4(QG + QL)

0.5d0.25
T

d2
I

(32)

Then we can determine the overall degassing efficiency of the continuous degasser,
ηcon, using Equation (33).

ηcon =
cLin − cLout

cLin
× 100% (33)

where cLin is the initial DO concentration in the tank.

Degassing in the Bubble Column

The main body of the degassing system becomes a BC when the mechanical agitator is
off. Many researchers [15,40,41] have demonstrated that a square BC has the same mass
transfer performance as a cylindrical column whose inner diameter equals to its side length.
The complete mixing model and axial dispersion model (ADM) are two well-accepted
models to predict the performance of a BC [19]. In general, the ADM can better predict the
performance of a BC. However, the gas-liquid complete mixing model performs better for
a column with a length to diameter ratio between 1 and 3 [42]. In this study, the length
to diameter ratio is 0.75; therefore, it is deemed acceptable to assume complete mixing
inside the BC. Equation (25) then can be used to evaluate cLout by replacing kLaT with
kLaB, predicted by Equation (34) [20] for BC with an effective distributor, such as porous
media sparger. The constants proposed by Deckwer et al. [20] are adopted in this paper,
i.e., c1 = 1.091, c2 = 0.8. Then ηcon is also given by Equation (33).

kLaB = c1Uc2
G (34)

2.2.2. Semi-Batch Bubble Degasser

Moreover, a semi-batch model is also developed to examine the degassing capacity
of a CSTR because of its optimum performance [1,43,44]. As explained in Section 3.3, the
contribution of the horizontal pipe is relatively small compared to that of the square tank
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in the continuous reactor model. Therefore, it is reasonable to neglect the contribution of
the pipe in the semi-batch contactor model. It is feasible to assume ideal mixing of the
two phases and neglect the resistance of the gas phase to oxygen across the interface [45],
because, in practice, the agitated rate is usually higher than Ncd. According to earlier
studies [46], the change in physicochemical properties of the gas phase is negligible, and the
degassing process can be considered as steady. Mass balance of solute in both phases gives,

dcL
dt

= kLaSB(cS − cL) (35)

QG(cGin − cG) = kLaSBVL(cS − cL) (36)

where kLaSB is the volumetric liquid-phase mass transfer coefficient of a semi-batch reactor.
Additionally, cS is calculated using Equation (18), and cGin using Equations (21) and (22).
Then, substituting Equation (18) into Equation (36) leads to

cG =
kLaSBVLcL + QGcGin

QG + kLaSBVL
RT
H

(37)

Integrating Equation (35) by considering Equations (18) and (37) gives

cL =

(
cLin − cGin

RT
H

)
exp

(
QGkLaSB

QG + kLaSBVL
RT
H

t

)
+ cGin

RT
H

(38)

Then the degassing efficiency is determined by

ηSB =

[
1 −

(
1 − cGin

cLin
· RT

H

)
e

QGkLaSB
QG+kLaSBVL

RT
H

t
+

cGin
cLin

· RT
H

]
× 100% (39)

2.3. CFD Simulation
2.3.1. Case Description

This section introduces the CFD simulations for continuous reactors, involved in
mathematical modelling; Table 1 summarizes eight representative cases numbered from
A to H. CFD modelling has not been performed for all experimental conditions, due to its
high computational cost. The predictions of mathematical models for Cases A and F are
poor (relative errors exceed 10%); these two cases are worth special attention. The other
cases have been selected to cover a wide range of operating conditions under investigation.
While the CFD-PBM simulations are not performed for Cases D and H because predictions
can be obtained using USM with relative errors of less than 2%.

Table 1. Summary of CFD cases for continuous reactors.

Case
No.

Reactor

Operating Conditions
Uniform

Bubble Size
(mm)

PBM

Agitation Speed
(Hz)

Gas Flow Rate
(×10−4 m3·s−1)

Inlet
Bubble Size

(mm)

Bubble Size
Range (mm)

Factor
Coalescence

Kernel
Breakage

Kernel

A GIAT * 8.3 - 3.5 4.0 1.0–8.0 1 0.5
B GIAT 10.3 - 4.0 4.0 1.0–8.0 1 0.5
C GIAT 13.3 - 5.0 4.0 1.0–8.0 1 0.5
D CSTR 10.3 1.97 2.5 - - - -
E CSTR 10.3 5.90 2.5 1.0 0.5–4.0 0.05 0.1
F BC - 1.97 5.0 - - - -
G BC - 3.93 1.5 1.0 0.5–4.0 0.03 0.03
H BC - 9.83 1.5 - - - -

* GIAT means GIAT with a 9.5-mm shroud.
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2.3.2. Model Description

The Eulerian-Eulerian approach [47] incorporated in ANSYS Fluent 2020R1 is used to
simulate the degassing process in gas-liquid contactors. The fluid turbulence is calculated
by the dispersed SST k-ω model. The Sato model [48] is adopted to describe the bubble
induced turbulence. Only the drag force, described by the Grace et al. model [47], is
considered as the interphase force [49,50]. The uniform size model and PBM are both
employed to simulate the distribution of bubble sizes, assuming the bubble coalescence and
breakage change the bubble population [47,51], and adopting the Prince-Blanch coalescence
model [52] and Luo breakage model [49,53]. In addition, the class method (CM) [24] is used
to solve PBM. Ten bins are divided of the bubble size range [49]. As shown in Table 1, the
selection of uniform bubble size, inlet bubble size and bubble size range for PBM are based
on relevant experimental data [1].

The inlet gas is composed of 99.5%v of nitrogen and 0.5%v of oxygen. The initial DO
concentration is based on experimental measurements. Henry’s law is used to evaluate the
saturated oxygen concentration. The oxygen concentrations in both phases are considered
as additional scalar variables. The corresponding transport equations are solved [54]. The
source terms describing mass transfer of oxygen are integrated into the continuity and
oxygen transportation equations by using user defined functions. For the calculation of
kL, the slip penetration model [26] is chosen for the BC; and the eddy cell model [27] with
model constants of 0.30 is used for the GIAT, while 0.18 for CSTR.

The Supporting Information (SI) presents detailed numerical models.

2.3.3. Numerical Configurations

The 3D full geometry of BC and a quarter of GIAT and CSTR are considered as solution
domains. The computational domains are subdivided into hexahedral structured grids,
as shown in Figure 3. Zonal mesh refinement is carried out. The maximum surface grid
size and cell length at the impeller are about 1.7 mm [47,55,56]. The grids are enough for
simulations compromising the accuracy and computational time. The horizontal pipe,
gas distributor, and shroud are not modeled. The pressure-outlet boundary condition is
set for the two outlets. The wall and the impellers in GIAT and CSTR employ no-slip
conditions. Furthermore, the multiple reference frame (MRF) model [51] is used for the
rotation, considering its applicability in many studies [57–59] and the long computation
time needed. The rotational periodic boundary condition is adopted.
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Besides, the double-precision solver is used. The Coupled algorithm is used for
pressure-velocity coupling and the least squares cell-based method is used to compute the
gradients. In all simulations, the PRESTO! and first order implicit scheme are chosen for
the spatial discretization of pressure and time discretization, respectively. In the simulation
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of the GIAT and CSTR, other equations are discretized by the first order upwind scheme.
In the simulation of BC, the equations of momentum and volume fraction are discretized
by the QUICK scheme. The second order upwind scheme and first order upwind scheme
are applied for the turbulence equations and oxygen transfer equations, respectively.

The time step is specified as 0.01 s in all simulations. The following steps are taken to
expedite the calculation. First, obtain a convergent solution of the liquid-phase flow field.
Then, activate the volume fraction equation to obtain the pseudo-steady-state multiphase
flow field by transient simulation. Finally, activate the mass transfer equations to conduct
a transient calculation for the degassing process based on the multiphase flow field. The
convergence criterion is that all the scaled residuals are less than 10−4 and the monitored
total mass in the tank reaches equilibrium.

2.3.4. Grid Independency

The grid independency is tested before the simulations; see Tables 2 and 3 for the grid
configurations.

Table 2. Influence of grid independency on simulations of Case G for BC.

Items Grid I Grid II Grid III

Total number of cells 38,950 76,362 145,979
Maximum cell size (m3) 3.45 × 10−6 2.25 × 10−6 1.00 × 10−6

Minimum cell size (m3) 2.81 × 10−7 1.41 × 10−7 8.04 × 10−8

Table 3. Influence of grid independency on simulations of Case E for GIAT and CSTR.

Items Grid IV Grid V Grid VI

Total number of cells 40,616 338,432 672,633
Maximum cell size (m3) 1.41 × 10−6 2.78 × 10−7 1.27 × 10−7

Minimum cell size (m3) 3.02 × 10−8 1.81 × 10−9 8.08 × 10−10

Case G is used in this test for BC with three grid configurations. Hexahedral cells are
generated and the grid at the inlet and liquid level is refined. The gas is mainly distributed
in the center of the tank because of the inlet arrangement. Figure 4 shows the average axial
distribution of liquid velocity along the tank height. The three configurations yield similar
results. The mean bubble sizes predicted by PBM for the three grids from Grid I to III are
1.5, 1.6, and 1.6 mm, respectively. In addition, as reported by other researchers [60–62], grid
refinement does not always improve the simulation accuracy in BC. Therefore, Grid II is
employed for the simulations of BC.
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Additionally, Case E is used in this test for GIAT and CSTR. A refined grid is generated
for the regions near the impeller. The grid convergence index (GCI) [63] is used to evaluate
grid independency. The methodology applied by Sosnowski [64] is adopted, and the turbu-
lent dissipation rate over the mass [65] is selected as the objective variable. The GCI21 value
is 0.10% for the stirred tank. It indicates good grid convergence behavior. Furthermore,
the average axial distributions of liquid velocity (Vl), turbulent kinetic energy (k), and
turbulent dissipation rate (ε) at a distance of 100 mm from the reactor center are chosen
for an extensive grid independency check [66]. They are normalized using the impeller tip
velocity (Vtip) for ease of presentation, as shown in Figure 5. The difference between Grids
IV and V is obvious, whereas the results of Grids V and VI are in reasonable agreement. It
indicates that increasing the number of grids after Grid V barely improves performance.
Therefore, Grid V is utilized, compromising the accuracy and computational time.
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Figure 5. The average axial distribution of (a) liquid velocity, (b) turbulent kinetic energy, and
(c) turbulent dissipation rate in Case E at a distance of 100 mm from the reactor center.

3. Results and Discussion
3.1. Effects of Agitation Speed on Degassing Efficiency

The effects of agitation speed on degassing efficiency are investigated with and without
nitrogen injection. For the self-aspirated GIAT mode, the critical impeller speed for the onset
of gas induction, Ncr, is 6.94 Hz. Thus, the rotational speed in GIAT ranges from 8.32 Hz
to 16.70 Hz, higher than Ncr. In addition, in order to check the effect of the perforated
shroud on degassing efficiency, two orifice sizes, 1.6 mm and 9.5 mm, are compared. When
QG = 3.93 × 10−4 m3/s, the contactor functions as a CSTR with 9.5 mm shroud; the Ncd
calculated using Equation (32) is 6.14 Hz at this feeding rate.
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Figure 6 shows the variation in degassing efficiency with stirring speed in both cases.
In a GIAT, the degassing efficiency steadily increases with the impeller speed before
reaching its plateau. Moreover, the orifice dimension of shroud insignificantly affects the
degassing efficiency. This finding concurs with those reported by other researchers [16,67]
who believe that kLa in a stirred tank is independent of the type of disperser and its
orifice diameter. Specifically, the change of kLa is almost dependent on the change of
specific interfacial area, a [23]. The ultimate bubble diameter in a turbulent regime is
decided by the turbulence intensity in the continuous phase imposed by energy dissipated
via mechanical agitation [23,68,69]. The impact of orifice dimensions on bubble size is
negligible [23]. Hence, a depends on turbulence intensity; as a result, kLa depends on
turbulence intensity [16]. Therefore, it is reasonable that the efficiency difference between
the two shrouds is small.
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The deviations between experiment and mathematical models when agitation speed
is above 10 Hz are within ±5%. However, it is not the case when the agitation speed is
8.5 Hz, which is because the correlation used to estimate the gas induction rate does not
apply to speeds approaching Ncr. The reason for this mismatch is that, at the beginning
of gas induction, the gas is induced in the regions of the impeller where the fluid density
reduces sharply. In addition, the pressure driving force is much lower compared to that
in the absence of gas. Thus, the calculation overestimates the gas intake, resulting in an
overestimation of the associated degassing efficiency [70].

No further investigation of the orifice size of a shroud is conducted in the CSTR because
of its insignificant effect in GIAT. The CSTR is superior to GIAT according to degassing
efficiency. However, with the increase in rotational speed, its advantage decreases. The
change of degassing efficiency is not evident for the tested speeds. When the speed
approaches Ncd, the degassing efficiency reaches its plateau immediately. In addition, the
deviation between predictions using Equation (31) and the experiment is less than 9.3%,
although the agreement is not as well as the counterpart of the GIAT.

A speed slightly above Ncd is preferred for a CSTR because mechanical agitation
contributes the most to energy consumption in the degasser and a higher speed requires
a higher-quality shaft. Despite the lower efficiency of GIAT than that of a CSTR, an
acceptable efficiency can be attained at a moderately greater speed. From energy and



Processes 2023, 11, 1780 13 of 22

economics perspectives, a GIAT operated at a medium speed of about 10 Hz is also a
suitable alternative for gas-liquid contact practice.

3.2. Effects of Flow Rate of Purge Nitrogen on Degassing Efficiency

Figure 7 shows the effects of various flow rates of purge nitrogen on degassing efficien-
cies of different reactors. For the BC with a porous media sparger, the degassing efficiency
increases from 24.7% to 69.4% when the nitrogen flow rate increases from 1.97 × 10−4 to
3.93 × 10−4 m3/s, and it steadily rises to 82% or so as the plateau. Furthermore, the CSTR
stirring at 10.3 Hz leads to the highest efficiencies among the investigated reactors.
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The prediction of the CSTR using Equation (31) is in good agreement with the experi-
mental data, as indicated by the discrepancy within ±3.3%. The degassing performance of
BC is strongly associated with the type of sparger, which is different from CSTR. The porous
media sparger is well-known for efficient gas distribution, whose kLa is usually evaluated
by Equation (34). The corresponding model can then predict most efficiencies within ±9.1%
of experimental data except for the first data point of BC at QG = 1.97 × 10−4 m3/s. This
mismatch probably arises because the first data point is collected at QG = 1.97 × 10−4 m3/s,
under which UG = 0.0012 m/s. It is not within the applicable range of superficial gas
velocity (0.0025–0.08 m/s) in Equation (34). However, there is a deviation of 9.7% between
the experimental data of this data point and prediction based on the kLa correlation for
inferior gas distributors reported by Akita and Yoshida [18]. It means that the gas cannot
be effectively distributed at this gas flow rate because of the uneven use of porous media.

Overall, the degassing performance of CSTR is the best in this paper. The increase
in efficiency is less than 1%, when the gas flow rate is beyond 3.93 × 10−4 m3/s, around
which can be set as the optimum rate. Furthermore, the mathematical model shows
that the degassing efficiency of the BC can be more than 86%, when the gas flow rate is
higher than 9.48 × 10−4 m3/s. This indicates that at relatively higher gas flow rates, the
degassing efficiency of BC is comparable to that of CSTR. Considering advantages such
as no movement part, less maintenance and footprint, efficient BCs performed at gas flow
rates around 7.87 × 10−4 m3/s are also potential candidates for gas-liquid contact.
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3.3. Degassing Efficiencies of a Semi-Batch Reactor

First, we identify the contribution of the horizontal pipe to the overall continu-
ous degassing efficiency, ηcon. Equation (24) in Section 2.2.1 indicates that the contri-
bution of the pipe to ηcon is 2.46% for Z = 419.1 mm, QG = 3.93 × 10−4 m3/s, and
QL = 1.26 × 10−4 m3/s. Under this condition, the overall degassing efficiency calculated
using Equations (25), (33) and (34) is 76.34% for a BC and that calculated using Equations
(25), (31) and (33) is 87.55% for a CSTR at NI = 10.3 Hz. These results show that the contri-
bution of pipe to ηcon is negligible for both reactors. Therefore, in the semi-batch model,
the pipe part can be ignored for simplicity with insignificant error.

Figure 8 shows the change of degassing efficiency varying with residence time in
the semi-batch contactor, which is operated batch-wise and continuous modes concerning
liquid and gas phases, respectively. The mathematical model is validated under the
two conditions: the differences between the model and experiments are within 9.1% at
NI = 10.3 Hz and QG = 0.000393 m3/s; they are within 8.4% with the exception of the first
data point at NI = 16.65 Hz and QG = 0.00059 m3/s.
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The capacity of a degassing device is important to engineering practice. The degassing
capacity is defined by the upper limit of degassing efficiency. According to Equation (38),
it is tied to the inlet gas composition and initial DO concentration. The initial DO con-
centration is ten ppm in this work. The theoretical capacity can reach 97.6% for nitrogen
of industrial grade (i.e., 99.5% purity). Figure 8 shows an experimental capacity of 92%.
The deviation between theoretical and experimental degassing capacity is 6.1%, which is
acceptable in engineering modelling. The change in physicochemical properties of the gas
phase during the bubble motion may further optimize the prediction.

3.4. Comparison between Mathematical and CFD Models

Figure 9 compares the mathematical models with CFD models for eight representative
cases. In the CFD simulations, the relative errors between experiments and CFD predicted
values are all within ±10% and are generally less than those of mathematical models.
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Figure 9. Comparison of degassing efficiencies predicted by mathematical and CFD models.

Cases A and F, in which the mathematical models behave poorly (relative errors exceed
10%, even more than 160% in Case F), deserve special investigation. Case A describes
the first data point of the GIAT at NI = 8.3 Hz in Figure 6. The CFD models predict
more accurately than the mathematical model does. The CFD coupled with USM slightly
overestimates the degassing efficiency, whereas the CFD coupled with PBM underestimates
that. However, the gas induction rate is also calculated by Equation (27) in CFD modelling;
hence, modelling the self-induction process driven by negative pressure in future work can
further evaluate the degassing performance of a GIAT. Case F represents the first data point
of the BC (QG = 1.97 × 10−4 m3/s) in Figure 7; a simulation with 5 mm uniform bubble
size results in a relative error of 9.2%, which is much better than the relative error of 160.7%
produced by the mathematical model.

Table 4 presents the comparison between the uniform bubble sizes used in CFD-USM
and the mean sizes predicted by CFD-PBM models. In GIAT (i.e., Cases A, B, and C), larger
uniform bubble size is adopted for higher agitation speed. The mean bubble sizes predicted
by CFD-PBM show the same trend. Additionally, the CFD-PBM model with the same
settings is suitable for the reactor under a wide range of operating conditions. Although
different factors of coalescence and breakage kernels in PBM model are adopted, the same
inlet bubble size is appropriate for both the CSTR and BC (i.e., Cases E and G), as shown in
Table 1. Additionally, the contours of Sauter mean diameter along with local bubble size
distribution at several positions in three cases are presented in Figure 10. In the GIAT and
CSTR, smaller bubbles distribute near the impeller and jet stream because of relatively high
turbulent dissipation rate [71].

Table 4. Comparison of bubble sizes used in CFD-USM and predicted by CFD-PBM models.

Case
No. Reactor Uniform Bubble Size

Used in CFD-USM (mm)

Mean Bubble Size
Predicted by

CFD-PBM (mm)

A GIAT * 3.5 3.4
B GIAT 4.0 4.1
C GIAT 5.0 4.4
E CSTR 2.5 2.1
G BC 1.5 1.6

* GIAT means GIAT with a 9.5-mm shroud.
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Figure 11 compares experimental global kLa × (cs − cL) values [15] with those pre-
dicted by mathematical and CFD-USM models. The approximation of cL = cLout is adopted
in the mathematical model. Conversely, the volume average kLa × (cs − cL) is calculated
in the CFD model. Overall, CFD slightly outperforms its mathematical counterpart. This
justifies the rational of assumptions in the mathematical models, such as a perfect mixing
of gas-liquid contact. As shown in Figure 12, when the degassing systems reach dynamic
equilibrium, the distribution of DO is visibly homogeneous except for the region near
the inlet.

Besides, the contours of kLa, kL, and a in each case using CFD-USM simulation are
shown in Figures S1–S3. The kLa values calculated by mathematical models, i.e., kLa∗,
are highlighted in the labeled color bars for comparison. For kLa, the predicted values
of mathematical models fall within the ranges of CFD results. Overall, the variation in
kL values predicted by the two mass transfer models is small in these reactors. The kLa
value almost depends on a, which is consistent with previous findings [19]. For GIAT
(see Figure S1), with the increase in agitation speed, a increases as the gas induction rate
increases. For CSTR (see Figure S2), the increasing gas flow rate also mainly leads to larger
a. For BC (see Figure S3), compared to Case F, not only a, but also kL in Cases G and H
is significantly increased. The effective gas-liquid mass transfer is achieved in GIAT and
CSTR by impeller rotation [66]. The kL in these two degassers is predicted by the turbulent
dissipation rate. Thus, kL is visibly bigger near the blades with higher turbulent dissipation
rates (see Figure 13). However, in BC with porous media sparger, the location of gas inlet
results in gas concentrating in the center of the tank (see Figure S3).
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Figure 12. Contours of dissolved oxygen in liquid phase in (a) Case E for CSTR and (b) Case H for
BC using CFD-USM (as examples).

Furthermore, the mathematical models predict the variations of degassing efficiency
with acceptable accuracy at a low cost. They are maybe preferred in practice because of the
compromise between computational cost and accuracy. However, the mathematical models
are restricted to specific operating conditions and reactor configurations due to the use
of empirical correlations. Conversely, CFD models provide more accurate results at high
computational cost. They can also reveal more local details inside reactors. For instance, the
mathematical models cannot well interpret the low efficiency at relatively low gas flow rate
for BC with porous media sparger in Case F; CFD results clearly show the relatively low
values of a and kL, resulting in inefficient mass transfer. The combination of these two kinds
of models helps to understand the degassing system better, and guides its modification and
optimization. Moreover, coupling CFD with optimization algorithms (e.g., multiobjective
evolutionary algorithm [72]) to efficiently optimize reactor configuration for maximizing
degassing efficiency can be explored in the future.
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4. Conclusions

In the mathematical models, the mass transfer coefficients vary from reactor to reactor.
The continuous reactor model based on complete mixing assumption can interpret the
impacts of different parameters on degassing efficiency within ±13% for all three types
of reactors except for the first data points of the GIAT at NI = 8.3 Hz and the BC at
QG = 1.97 × 10−4 m3/s. The semi-batch model evaluates the degasser performance with
relative errors within 9.1% at QG = 0.000393 m3/s and NI = 10.3 Hz, as well as within 8.4%
except for the first data point at QG = 0.00059 m3/s and NI = 16.65 Hz. The empirical
correlations to estimate the overall kLa values have been proven applicable in these three
reactors. Compared to mathematical models, CFD models are generally superior. Moreover,
CFD-PBM can perform better. The relative errors are all within ±10%.

The mathematical models benefit the selection of efficient degassing contactors and de-
termination of optimum operation parameters. The CSTR affords better performance
than the GIAT and BC do. A speed slightly above Ncd and a gas flow rate around
3.93 × 10−4 m3/s are desired for a CSTR in practice. A GIAT operated at a medium
speed of about 10 Hz is also a suitable alternative for gas-liquid contactor. Furthermore, a
BC equipped with porous media sparger at a gas flow rate around 7.87 × 10−4 m3/s is a
potential candidate of degassing technology. It is noted that the accuracy of mathematical
models depends heavily on specific empirical formulas.

In comparison, although the CFD model has a high computational cost, it can reveal
the flow and reaction characteristics and directly provide the contours of kLa, kL, and a
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inside reactors in a broader range of operating conditions. This makes CFD simulation
appropriate for harsh industrial scenarios such as the removal of hydrogen sulfide from
liquid sulfur in which the empirical correlations for important quantities are unavailable.
Thus, the CFD model is useful for reactor optimization, such as impeller configurations,
which is the subject of future study.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr11061780/s1, Details of numerical models; Grid independency;
Contours of kLa, kL, and a in GIAT, CSTR, and BC; and Nomenclature. Reference [73] is listed in
supplementary-material.
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