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Abstract: In recent years, under the development of the dual carbon goal, the energy crisis has
become increasingly serious, and China has also experienced serious power rationing. However,
the research on dynamic surface control technology in solar tracking systems in nonlinear control
systems is mostly based on continuous-time systems, while adaptive dynamic surface control based
on discrete-time nonlinear control systems can describe an actual control system more accurately in
the production process. It can effectively suppress interference with extremely high stability and
safety. To solve the problem of low efficiency in photovoltaic power generation, this research first built
a photovoltaic power generation servo system model based on the parameter of uncertainty. Then,
a discrete adaptive neural network dynamic surface (DANNDS) controller was designed to solve
the problems in the design of the traditional backstepping method. Finally, based on the designed
method of a dynamic surface controller, a discrete adaptive neural network quantization controller
(DANNQC) for the photovoltaic power generation servo system was designed by introducing
external disturbance. The control parameters and their studied ranges were as follows: The reference
signals were or1 = sin(0.1t) and or2 = cos(0.1t). The parameters of the virtual control law and the
final control law were m11 = 0.01, m22 = 0.01, m12 = 0.02, m13 = 0.02, and m23 = 0.02. The time
constant of the low-pass filter was ζ12 = ζ13 = ζ22 = ζ23 = 0.005. The parameters of the parameter
regulation law were ρ12 = ρ13 = ρ22 = ρ23 = 0.0005 and a12 = a13 = 20, a22 = a23 = 22. The
research results show that the MTE, RMSTE, and 2NTE scores of the height angle servo motor of the
DANNDS control method were 0.0026, 7.0279 × 10−4, and 0.3552, respectively. The scores for each
index of the azimuth servo motor were 0.0028, 8.9237 × 10−4, and 0.4511, respectively. The height
angle tracking error for the DANNQC control method was [−0.02,0.022]. The azimuth tracking
error was [−0.03,0.03]. In summary, the photovoltaic power generation servo system based on the
DANNQC has a better control performance. By controlling the height angle and azimuth angles, it
can better track the position of the sun and adjust the position of the photovoltaic panel in real time.
The sun’s rays illuminate the photovoltaic panel at an appropriate angle to achieve maximum power
generation efficiency, which is of great practical significance for the development of solar technology.

Keywords: discrete-time system; dynamic surface; controller; quantizer; photovoltaic power generation;
servo system

1. Introduction

Energy is the foundation and driving force for the progress of human civilization.
The national economy, people’s livelihoods, and national security are crucial for improving
people’s well-being and promoting economic and social development [1]. However, in recent
years, the demand for energy in human society has increased, and the energy problem has
attracted the attention of people around the world. Although the use of energy has promoted
economic growth in all countries, it also poses great challenges to mankind [2]. At present,
there is very little research on the technology of energy transformation. Although the use
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of renewable energy can alleviate the energy crisis, its infrastructure construction is not
advanced enough, which still causes China to experience large-scale power rationing [3].
In addition, human misuse of energy resources leads to an insufficient sustainable energy
supply, resource shortage, ecological pollution, and other problems that seriously affect
human survival and development [4]. A photovoltaic power generation servo system can
track the position of the sun and adjust the position of the photovoltaic panel in real time,
achieving maximum power generation efficiency by shining sunlight at an appropriate
angle onto the photovoltaic panel. Servo motors can convert voltage signals into torque
and speed to drive control objects, accurately controlling the position of the motor, and
they are widely used in various fields. However, photovoltaic power generation servo
control systems have many unknown parameters and complex controls, making it difficult
to achieve precise tracking control. Therefore, how to improve the daily tracking progress
of photovoltaic power generation systems is a widely concerning issue for many scholars.
Dynamic surface (DS) control technology was developed based on backstepping technology,
which overcomes the computational complexity of the traditional backstepping design
and makes the controller and parameter design simpler. This technology can effectively
reduce the number of input variables for neural networks and fuzzy systems used for
modeling [5]. However, the research on DS technology in nonlinear control systems is
mostly based on continuous-time systems, and there is less research on adaptive DS control
technology based on discrete-time nonlinear control systems. The digital correction effect
used in a discrete-time system is better than that in a continuous correction device. Its
software is more convenient for the realization of control law modification, flexible control,
and a more accurate description of the actual production process [6]. In addition, the
information transmission in discrete-time control (DTC) systems can effectively suppress
interference and have better stability [7]. In order to solve the problem of two-axis tracking
in a photovoltaic power generation system and using adaptive DS technology based on
a discrete-time system, a discrete adaptive neural network dynamic surface (DANNDS)
controller was designed. Then, based on this DANNDS controller, a photovoltaic power
generation servo system based on a discrete adaptive neural network quantization controller
(DANNQC) was established in this research.

This research aims to improve the tracking efficiency of solar power generation systems
and better develop new energy power generation so as to make it correspond to the goal
of carbon neutrality and carbon peak shaving. In addition, the application fields for DS
control technology are very extensive, and currently, there are related applications in
power systems, aircraft control, and the shipbuilding industry. The research on DS control
technology can further promote its development. Finally, most of the research on DS
control technology in nonlinear control systems is based on continuous-time systems. The
adaptive DS control of discrete-time nonlinear control systems proposed in this study can
provide more accurate descriptions of actual control systems in the production process
and can effectively suppress drying. Its stability and safety are extremely high, which
can increase the development of nonlinear control fields and have important practical
significance. The innovation points of this research are as follows: the first point is to
propose an adaptive dynamic surface control scheme based on discrete systems, and the
second point is to design an adaptive neural network tracking control scheme with state
quantization considering the uncertainty of system parameters and external disturbances.

2. Related Work

A photovoltaic power generation servo system realizes the tracking control of a solar
track by simultaneously controlling the height angle motor and the azimuth angle motor.
The two servo systems in the system are the same and independent of each other [8].
Servo motor control has important practical significance for improving the control and
tracking accuracy of photovoltaic power generation servo systems and ensuring the safe
and stable operation of power systems [9]. However, a photovoltaic power generation
servo control system has many unknown parameters, and the control is complex. It is
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difficult to achieve accurate tracking control. Therefore, many scholars have conducted
in-depth discussions about photovoltaic power generation systems and improving the
sun-seeking accuracy of photovoltaic power generation systems. In order to improve the
power quality of a three-phase power system, Panigrahi et al. designed a model using a
multi-level inverter to optimize a photovoltaic microgrid to improve the power quality. The
research showed that the model was helpful for managing reactive power by controlling
the direct current (DC) bus voltage through the photovoltaic system, and it also helped
to reduce harmonics and provide additional active power to the load in case of electrical
interference on the grid side [10]. Mathivanan proposed using an appropriate controller
in a solar photovoltaic flywheel energy storage system for new energy storage and power
regulation. The flywheel is responsible for the dynamic stability of the system, and the
reliability of the system is guaranteed with a good controller unit. The solar photovoltaic
power generation device and its controller were simulated and tested using MATLAB
software, and the results verified the performance of the system [11]. To achieve reliable
power system dispatching, Mei et al. built a set of non-parametric probability prediction
models for photovoltaic power generation. The quantile regression average was used
to integrate a group of independent long-term and short-term deterministic prediction
models to obtain the probability prediction of the PV output. Experimental data verified the
effectiveness of the model. Compared with the benchmark method, the proposed method
has better prediction performance [12]. Shi et al. designed a high-gain soft-switching boost
CLLC converter with PWM and pulse frequency modulation hybrid modulation control
for photovoltaic power generation in order to maximize the energy generated with the
photovoltaic power generation system and improve the conversion efficiency. They verified
the efficiency of the converter and the feasibility of this method through experiments [13].

A solar tracking system is widely used in solar photovoltaic applications. It is an
electrical device that allows a solar panel to always face the sun so that the sunlight always
shines in a vertical direction on the solar panel. However, the tracker in solar tracking
systems has a shorter lifespan and lower reliability, so many scholars have conducted
in-depth discussions. Umer et al. proposed an extended TOPSIS technology based on
interval type-II Pythagorean fuzzy numbers for the efficient utilization of solar energy and
applied this technology to solar tracking systems. The experimental results showed that the
performance of the solar tracking system applied to TOPSIS technology was superior [14].
Saeedi M. et al. designed a double-axis solar tracker based on a Wheatstone bridge circuit
and LDR sensor to improve the output power of photovoltaic panels. The simulation results
confirmed that the output power of the photovoltaic panel using a biaxial solar tracker was
higher than that of the fixed panel [15]. Anuraj et al. discussed the design of a solar tracking
system using a stepper motor based on LDR sensors and an ATMaga16 microcontroller to
reduce the initial cost of establishing a solar tracking system. The research results indicated
that the system achieved precise automatic tracking of the sun [16]. Fb et al. selected phase
change materials, thermoelectric materials, and aluminum fins to cool the photovoltaic
panels of solar tracking systems using different cooling methods, and they compared the
surface temperatures and output powers of the photovoltaic panels. Simulation experiments
demonstrated that under the same environmental conditions, using aluminum fins as the
cooling method for the photovoltaic panels of the solar tracking system could effectively
reduce the surface temperature of the panels and increase the output power [17]. Bashar
designed a solar dual tracking system with intelligent power and tracking performance
data monitoring to improve the efficiency of photovoltaic panels. Through the test results
of the system at different time periods, it is known that the dual tracking system has
good feasibility [18]. Abir Muntacir et al. constructed a self-powered dual-axis tracking
system for solar panels based on Arduino controllers to address the growing demand for
electricity. The system always maintains the alignment of solar panels with the sun for
energy regeneration. When the light intensity decreases due to changes in the position of
the sun, the system automatically changes direction to achieve the maximum light intensity.
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Simulation experiments have proven that this system can improve the utilization efficiency
of photovoltaic panels or any solar energy device [19].

To sum up, there are many research results about photovoltaic power generation
systems and nonlinear control technology, but there is relatively little research on adaptive
DS control based on a discrete-time nonlinear control system. For solving the efficiency
problem of photovoltaic power generation systems and how to combine DS technology
with photovoltaic power generation systems, a DANNDS controller and a photovoltaic
power generation servo system based on a DANNQC were proposed.

3. Design of Photovoltaic Power Generation Servo System Based on DANNQC
3.1. Modeling Pretreatment of Photovoltaic Power Generation Servo System Based on DANNQC

A photovoltaic power generation servo system is an automatic control system, and
its stability is the most important aspect. Lyapunov stability (LS) [20] is the most widely
used method to judge the stability of systems. LS theory is used to describe the stability
of a dynamic system. If the trajectory of the dynamic system near the equilibrium state
can be maintained near the equilibrium state under any initial condition, it is Lyapunov
stable. If the trajectory of any initial condition near the equilibrium finally approaches
it, the system is said to be asymptotically stable. Global asymptotic stability is when all
non-zeros in the state space are taken as initial perturbations, and the perturbed motion
system is asymptotically stable. This is the most desirable feature of a system in control
engineering. The necessary condition for a system to not be globally asymptotically stable
is only having one equilibrium state in the state space. If there is a selected sphere, no
matter how small the radius of the sphere is, there is always at least one point in the sphere.
If the perturbed motion trajectory starting from this state is separated from the sphere,
the system origin equilibrium state is said to be unstable. In classical control theory, only
asymptotically stable systems are considered stable systems. A system that is stable only
in the Lyapunov sense but is not asymptotically stable is called a critically stable system,
which is unstable in engineering. Considering a DTC system, the difference equation is as
follows (1). 

u(m + 1) = f (m, u(m))
f (m, 0) = 0
m ∈ N

(1)

u(m) in Equation (1) represents the state variable of the system. f (m, u(m)) is a
N-dimensional vector function. Letting u(m) be the solution sequence of Equation (1),
Equation (2) can then be obtained.

∆V(m, u(m)) = V(m + 1, f (m, u(m)))−V(m, u(m)) (2)

Equation (2) is the difference of the solution of function V(m, u(m)) via Equation (1). In
the design of a DTC system, the traditional backstepping control method needs to multiple
differential calculations on the virtual controller. As the order of the system increases, the
order of the difference also increases. The designed virtual controller contains information
about the future time, which will cause non-causal problems and then cause the virtual
controller to fail. In order to solve the problem of the traditional backstepping control
method, the DS control method introduces a first-order low-pass filter to avoid the complex
system model from being converted into a special form. This simplifies the design of
controllers and parameters [21]. Equation (3) is the DS controller of the DTC system.

ai(m + 1) = bi(ai(m))ai+1(m) + fi(ai(m)), i = 1, 2, · · · , n− 1
an(m + 1) = bn(an(m))x(m) + fn(an(m))
o(m) = a1(m)

(3)

ai(m) = [a1(m), a2(m), · · · , ai(m)]T ∈ Ri in Equation (3) is the state variable of the
system. x(m) and o(m) are the control inputs and outputs of the system. bi(ai(m)) and
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fi(ai(m)) are unknown nonlinear functions in the system. The control objective is to assume
that ad(m) is a smooth function. Through the control design, o(m) can continuously track
the desired signal or(m). The design steps of the DS controller of the DTC system are as
follows: first, defining the first error surface g1(m); designing the virtual control law u1(m);
and letting g1(m) pass through a low-pass filter. Eventually, a new state variable u1d(m)
can be obtained. See Equation (4) for the calculation.{

u1d(m) + ζ f 1u1d(m + 1) = u1(m)
u1d(0) = u1(0)

(4)

In Equation (4) of ζ f 1 = ζ1
∆t

, ζ1 is the time constant. Then, the above steps are repeated
until the n-th error surface gn(m) is defined. Letting un−1(m) pass through a low-pass filter
to obtain a new state variable u(n−1)d(m), the final actual control law is then obtained as
calculated using Equation (5).

u(m) = − fn(an(m))− un−1(m + 1)
bn(an(m))

(5)

Due to the introduction of a first-order low-pass filter, the problem of filtering error
oi(m) arises. The calculation of oi(m) is shown in Equation (6).

oi(m) = uid(m)− ui(m) (6)

When analyzing the stability of the Lyapunov function, oi(m) needs to be considered.
The problem in the design of the above DTC system is that linear partitioning is not possible.
A radial basis function neural network (RBFNN) can approach any nonlinear function, has
an excellent generalization ability and learning speed, and easily deals with the problem
of impossible linear partitioning in low dimensions [22]. The principle of an RBFNN is as
follows. By using the radial basis function as the activation function of a neural network,
the neural network can map the input data nonlinearly and better adapt to the complex
relationships within or between the data. Compared with traditional activation functions
such as sigmoid and ReLU, the radial basis function has better smoothness and locality
so it can better fit the local characteristics of data. This outer diameter basis function also
has good scalability and interpretability, which can provide interpretability for the output
of a neural network and aid in the decision-making process of the neural network. The
structure of an RBFNN is shown in Figure 1.
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In Figure 1, the RBFNN is a three-layer forward network from the input layer, the hidden
layer, to the output layer. ψ = [ψ1, ψ2, · · · , ψN ,]T ∈ RN is the input of the network. ξ =

[ξ1, ξ2, · · · , ζN ,]T ∈ RN represents the output of the hidden layer. W = [w1, w2, · · · , wN ,]T ∈
RN represents the weight vector of the network. o ∈ R is the output of the network. The
output calculation of the j-th neuron in the hidden layer is shown in Equation (7).

ξ j(ψ) = exp

(
−
‖ψ− cj‖2

2h2
j

)
(7)

In Equation (7), cj and hj represent the center vector and width of the j-th basis
function, respectively, and the basis function is a Gaussian function. The final output of the
RBFNN is shown in Equation (8).

oj =
a

∑
i=1

wij exp
(
− 1

2β2 ‖up − ci‖
)

, j = 1, 2, · · · , n (8)

β in Equation (8) represents the Gaussian function. The training methods of the
RBFNN are mainly divided into two categories: linear least squares (LLS) and orthogonal
least squares (OLS). The LLS method can minimize the sum of squares of errors between
the output and input of the network. The OLS rule is to construct an orthogonal matrix
by rotating the input and output coordinate systems into mutually orthogonal coordinate
systems and then use the least squares method to solve the eigenvectors and eigenvalues
of the matrix. By selecting the least squares solution to train the neural network, the
ideal model output can be obtained. Although the computational complexity of the OLS
method can further improve the stability and generalization ability of neural network
models compared with the LLS method, this study chose the OLS method as the training
method for the RBFNN. The control system used in this study is a DTC system. The signal
between the controller and the system is transmitted through the network medium with
limited bandwidth. The transmission of digital signals is not limited by broadband and
can effectively suppress noise, optimizing the anti-interference performance of the DTC
system [23]. At present, the commonly used non-uniform quantizers include the hysteresis
quantizer and the logarithmic quantizer. The logarithmic quantizer can quantize signals
of different sizes with different quantization intervals. This makes the system need less
information to reach a stable state and occupy less network bandwidth, so it is widely used.
However, in the control process, the logarithmic quantizer generates buffeting signals.
To avoid buffeting, the hysteresis quantizer is selected. The hysteresis quantizer has an
additional quantization level. When the output is converted from one value to another,
it passes a certain dwell time before the new conversion, which can effectively reduce
chattering [24]. The hysteresis quantizer at time x(m) ≥ 0 is shown in Figure 2.

δi = (1− ρi)/(1 + ρi), ρi ∈ (0, 1) in Figure 2, and ρi is used to measure the quantitative
density. Assuming that the maximum values of li(t) and ρi(t) are li and ρi, and the
minimum values are

...
l i and

...
ρ i, Equation (9) can be obtained.

0 <
...
l i ≤ li(t) ≤ li

0 <
...
l i ≤ li(t) ≤ li

∀t ≥ 0
(9)

In Equation (8), li is the parameter that determines the size of dead band Qi(Xi(m)),
and ∀t ≥ 0 is any t ≥ 0.
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3.2. Design of Photovoltaic Power Generation Servo System Based on DANNQC

Solar energy belongs to clean and renewable energy and has a very broad development
prospect. In addition, photovoltaic power generation technology in solar power generation
has attracted the attention of countries around the world due to its simple structure and
operation, low operation and maintenance costs in later stages, and wide development
areas. However, photovoltaic power generation is easily affected by a variety of factors
and has characteristics such as nonlinearity and volatility. Large-scale photovoltaic grid
connection easily has a huge impact on a power grid. Therefore, stably and reliably
integrating solar energy into power grids is currently a very urgent demand [25]. Based
on the uncertainty of the system parameters, the photovoltaic power generation servo
system model is built first. It realizes the tracking control of the sun track by simultaneously
controlling the height angle motor and the azimuth angle motor. The two servo motors in
the system are the same and independent of each other. The servo system model is defined
as
[
θir wir iiq

]T
= [ui1 ui2 ui3]

T , as listed in Equation (10).

.
ui1 = ui2.
ui2 = αiui3 + θiui2 + ∆i(ui1, t)
.
ui3 = l1ui2 + l2ui3 + χiui
oi = ui1
l1 = nLm

L1qL2
λ2

l2 = − R1q
L1q

(10)

In Equation (10), θir represents the rotor angle. wir is the rotor angular velocity. iiq is
the stator current. αi, θi, and χi represent the position parameters of the system. ∆i(ui1, t)
is the uncertain part of the system. oi is the system output, and ui is the control signal. Lm,
L1, and L2 are the mutual inductance, stator inductance, and rotor inductance, respectively.
n is the number of poles. R1 is the stator resistance, and λ2 is the flux linkage. Through
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the Euler method, the system model based on discrete time can be obtained, as shown in
Equation (11).

.
ui1(m + 1) = ui2(m) + ∆tui2(m)
.
ui2(m + 1) = ∆tαiui3(m) + (∆t∆i[ui1(m), m] + (1 + ∆tθi)ui2(m))
.
ui3(m + 1) = ∆tχi(m) + fi3(ui3(m))
oi(m) = ui1(m)

(11)

The structure of the DANNDS control scheme is shown in Figure 3.
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The structure of the DANNDS control scheme is shown in Figure 3. 
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In Figure 3, the local solar height angle and azimuth information are used as the
reference signal or(m) of the photovoltaic power generation servo system and the signal
o(m) of the photovoltaic panel height angle to form an error signal e(m). Next, according
to the adaptive dynamic panel controller design method and the RBFNN, the adaptive
discrete control law, u(m), is obtained. Finally, the hysteresis quantizer is used to quantify
the control signal in terms of amplitude to obtain Q(x(m)), and then, the attitude tracking
control of the photovoltaic panel can be completed. The controller design steps are as
follows. The first step is to define the first error surface gi1(m) = oi(m) − ori(m), and
Equation (12) can be obtained from Equation (11).

gi1(m + 1) = ui1(m) + ∆tui2(m)− ori(m + 1) (12)

The first step of the Lyapunov function is defined as Equation (13).

LVi1(m) = g2
i1(m) (13)

The first-order forward difference in Equation (13) is calculated, and the virtual control
law ui2d(m) is designed as shown in Equation (14).

ui2d(m) =
mi1
∆t

[−yi1 + ori(m + 1)]2 − g2
i1(m) (14)

In Equation (14), qi1 represents the positive design parameters. ui2d(m) is passed
through a low-pass filter to obtain a new state variable, yi2(m + 1). By defining the second
error surface as gi2(m) = oi2(m)− oi2(m), Equation (15) is able to be obtained through
Equation (11).

gi2(m + 1) = (1 + ∆tθi)ui2(m) + ∆t∆i[ui1(m), m]− yi2(m + 1) (15)

The above steps are repeated until the third step of the Lyapunov function is defined.
The first-order forward difference is obtained, and the control law ui(m) and adaptive law
γ̂i3(m + 1) are designed, as shown in Equation (16).{

ui(m) = mi3γ̂T
i3ϑi3(λi3(m))

γ̃i3(m + 1) = γ̃i3(m)− ρi3(ϑi3(λi3(m))gi3(m + 1) + σi3γ̂i3(m))
(16)
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In Equation (16), σi3 represents the positive design function, and ϑi3(λi3(m)) represents
the basis function vector. The discrete adaptive DS controller based on the DANNQC
photovoltaic power generation servo system is designed on the basis of the above controller.
The discrete adaptive DS control structure scheme based on the DANNQC is shown in
Figure 4.
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In Figure 4, because there is a state quantizer in the controller system, the real system
state cannot be measured. The available signal that can be applied to the control design
is the quantized state received by the state quantizer. The steps of the discrete adaptive
DS controller based on the DANNQC photovoltaic power generation servo system are as
follows. First, the first error surface gi1(m) is defined and substituted into Equation (11).
The virtual control law ϕi1(m) is designed as shown in Equation (17).

ϕi1(m) =

[
−uq

1(m) + ooi(m + 1)
]
− ci1gi1(m)

∆t
(17)

ϕi1(m) is passed through a first-order filter with a time constant of ζi2 to obtain a new
variable, yi2(m + 1). Then, the second error surface gi2(m) is defined, and an approximate
ai2(m) from the RBFNN is obtained through Equation (18).

ai2(m) = −γ̂∗Ti2 ϑi2

(
uq

i2(m)
)
+ τi2

(
uq

i2(m)
)

(18)

In Equation (18), γ̂∗Ti2 represents the ideal weight. ϑi2

(
uq

i2(m)
)

represents the basis
function vector gi2(m), which is the optimal approximation error. Then, the control law
ui2(m) and the adaptive law γ̂i2(m + 1) are designed so that τi2

(
uq

i2(m)
)

passes through
the first-order filter with the time constant ζi3, and the new variable yi3(m + 1) is obtained.
Since all the states of the system are quantified with a unified quantizer, the actual control
law can only be designed using the quantized states of the system. The virtual control
law that is studied and designed is different from the actual controller and only used for
the subsequent stability analysis. In order to design practical control laws with quantized
states, gq

i1(m) = uq
i1(m) − ori(u), ϕ

q
i1(m) = − ci1

∆t

[
−uq

1(m) + ori(m + 1)
]
− ci1gq

i1(m) and

ϕ
q
i2(m) = γ̂T

i2(m)ϑi2

(
uq

i2(m)
)
− ci2gq

i2(m) are defined. The third error surface gi3(m) is
defined and substituted into Equation (11). ai3(m) is approximated with the RBFNN, and
finally, the control law ui(m) and adaptive law γ̂i3(m + 1) are designed. However, the
DS control technology used in this controller has filtering errors, which can have adverse
effects on the accuracy and reliability of the system. Therefore, this research added control
methods based on filter disturbance and additional compensation. When the system is in
the expected stable state, the filter disturbance controller signal ∆vcon disappears, and then,
the transfer function GS(jω) of the filter disturbance controller can be obtained. Secondly,
by cascading a second-order filter with a proportional controller GS(jω), the requirements
that the disturbance controller needs to meet can be achieved. When a filter disturbance
controller is added to the system, the inverter system generates a new closed-loop gain.
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The closed-loop poles T′(S) of the photovoltaic power generation system based on the
filter disturbance control of single-phase voltage source inverters can be obtained via
Equation (19).

F′(S) =
1

1 + T′(S)
(19)

In order to evaluate the stability of the proposed method, the maximum tracking error
(MTE), root-mean-square tracking error (RMSTE), and tracking error 2 norm (2NTE) were
selected.

4. Performance Analysis of Photovoltaic Power Generation Servo System Based
on DANNQC

To verify the effectiveness and performance of the proposed DANNDS controller and
the photovoltaic power generation servo system based on the DANNQC, a stability anal-
ysis of the DANNDS controller and the DANNQC was carried out. The stability analysis
of the DANNDS controller shows that when gi2(m) > χi1, g2

i2(m) > ∆tαiχi2/1− 3∆3
t αi,

and when g2
i3(m) > ∆tχiti1, ∆Vi ≤ 0. The stability analysis of the DANNQC shows that

when g2
i2(m) ≥ ρi2ιi2∆tαi/ρi2−∆tαi and g2

i3(m) ≥ ρi2ιi3∆tχi/ρi2 − 2∆2
t αiχi, ∆Vi ≤ 0. The

research parameters were set as follows: the reference signals were or1 = sin(0.1t) and
or2 = cos(0.1t). The parameters of the virtual control law and the final control law were
m11 = 0.01, m22 = 0.01, m12 = 0.02, m13 = 0.02, and m23 = 0.02. The time constant of the
low-pass filter was ζ12 = ζ13 = ζ22 = ζ23 = 0.005. The parameters of the parameter regu-
lation law were ρ12 = ρ13 = ρ22 = ρ23 = 0.0005 and a12 = a13 = 20, a22 = a23 = 22. The
experimental platform was the Modeling Tech real-time simulation experimental platform
for power electronics. The height angle motor and azimuth angle motor parameters of the
photovoltaic power generation servo system were as follows. The stator resistance was
0.34 Ω, the rotor resistance was 0.195 Ω, the magnetic linkage was 0.9378 Wb, the number of
pole pairs was 1, the stator inductance was 0.1078 H, the rotor inductance was 0.1077 H, and
the mutual inductance was 0.1042 H.

To more scientifically verify the effectiveness of the proposed DANNDS control
method, comparative experiments were conducted using the commonly used control
methods in the literature [26,27], and the tracking error results were obtained, as shown in
Table 1. In Table 1, G represents the height angle servo motor, and F represents the azimuth
angle servo motor. In Table 1, compared with the control methods in the literature [26,27],
the proposed DANNDS control method has lower scores for G and F for the MTE, RMSTE,
and 2NTE indicators, with values of 0.0026, 7.0279 × 10−4, 0.3552, 0.0028, 8.9237 × 10−4,
and 0.4511, respectively. This indicates that the steady-state performance of the DANNDS
control method is better. For G and F, the control method designed in the literature [26] has
scores of 0.0123, 0.0072, 3.6400, 0.0128, 0.0068, and 3.4539 for the MTE, RMSTE, and 2NTE,
respectively. For G and F, the control method designed in the literature [27] has scores of
0.0137, 0.0069, and 3.8241 for the MTE, RMSTE, and 2NTE, respectively, compared with
0.0139, 0.0062, and 3.7967.

Table 1. Tracking error results of two control methods.

Error Type MTE RMSTE 2NTE

DANNDS control method
G 0.0026 7.0279 × 10−4 0.3552
F 0.0028 8.9237 × 10−4 0.4511

Zhong et al. [26] G 0.0123 0.0072 3.6400
F 0.0128 0.0068 3.4539

Zhang et al. [27] G 0.0137 0.0069 3.8241
F 0.0139 0.0062 3.7967

Figure 5 shows the height angle tracking performance and tracking error results
for the three control methods. In Figure 5a, as the step size increases, the height angle
tracking performance of the three control methods shows a periodic change curve. The
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DANNDS control method almost coincides with the change in the reference signal. The
curve of the control inverse method designed in the literature [26] changes significantly
with the reference curve, and the difference between the control method proposed in the
literature [27] and the change in the reference curve is the largest. This indicates that the
proposed DANNDS control method has the best performance in terms of height angle
tracking and can achieve precise tracking with changes in sunlight. In Figure 5b, as the
step size increases, there is no significant fluctuation in the tracking error for the DANNDS
control method, and the tracking error is stable at [−0.003,0.003]. The tracking error of the
control method proposed in the literature [26] fluctuates significantly and exhibits periodic
fluctuations within [−0.013,0.013]. The tracking error of the control method designed in
the literature [27] is the largest, with fluctuations within [−0.1,0.1]. This indicates that the
tracking performance of the DANNDS control method proposed in this study is superior
to that of the mainstream control methods for current Taiyang tracking systems.
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Figure 6 shows the azimuth tracking performance and tracking error results of the
three control methods. Figure 6a shows the variation curves of the azimuth tracking perfor-
mance of the three control methods. As the step size increases, the tracking performance of
the three methods shows periodic variation curves, and the DANNDS control method is
more in line with the change in the reference signal. The variation curves of the other two
control methods have a certain gap with the curve of the reference signal. This indicates
that the proposed method can more efficiently track changes in solar light. According to
Figure 6b, as the step size increases, the tracking error of the DANNDS control method
changes slightly, ranging within [−0.003,0.003]. The tracking error curve of the control
method proposed in the literature [26] shows periodic fluctuations with a large amplitude.
The control method designed in the literature [27] has the maximum tracking error, with
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a range of variations within [−0.17,0.017]. In summary, the tracking effect and perfor-
mance of the DANNDS control method are superior to those of the other two mainstream
control methods.
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Figure 6. Azimuth tracking performance and tracking error results of three control methods.

Figure 7 shows the variation curves of the height angle quantization control signals
for the two quantization methods, wherein random interference signals were introduced at
steps 0.4 × 105 and 1.7 × 105. The variation curves of the two methods exhibit the same
periodic variation, with logarithmic quantization within the range of [−20,20] and more
frequent fluctuations. The hysteresis quantification method proposed in this study varies
with step size within the range of [−8,8], and the fluctuations are smoother. At the two
points where the random interference signals were introduced, the proposed hysteresis
quantizer can better alleviate the adverse effects caused by the introduction of random
interference.

Figure 8 shows the comparison of the azimuth quantization control signals of the
two quantization methods. Both quantization methods exhibit similar periodic trends,
and the fluctuation range of the logarithmic quantization change curve is [−20,20], with
corresponding changes fluctuating more frequently. The fluctuation range for the change
curve of the hysteresis quantification method is [−19,19], and the corresponding change
fluctuation is relatively flat. To sum up, the proposed hysteresis quantizer can effectively
suppress the chattering phenomenon of the controller, and its performance is better than
that of the logarithmic quantizer.
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In order to verify the control effect of the DANNQC control method of the photovoltaic
power generation servo system, this research carried out experiments on the test platform
to obtain the results of the height angle tracking performance and tracking error, as shown
in Figure 9. Figure 9a shows the height angle tracking performance change curve of the
DANNQC control method, which is very close to the change curve of the reference signal,
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and the change range is [−1.1,1.1]. Figure 9b shows the height angle tracking performance
change curve of the DANNDS control method, which fluctuates more frequently, and
the corresponding change range is [−1.2,1.1]. Figure 9c shows the height angle tracking
error change curve of the DANNQC control method, which changes periodically on the
whole, within the range of [−0.02,0.022]. Figure 9d shows the height angle tracking error
change curve of the DANNDS control method, which fluctuates very frequently, and the
fluctuation range is [−0.2,0.2].
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Figure 9. Height angle tracking performance and tracking error change curve of DANNDS control
method and DANNQC control method.

Figure 10 shows the azimuth tracking performance and tracking error change curve
for the DANNQC control method. Figure 10a shows the azimuth tracking performance
change curve for the DANNQC control method, which fits well with the reference signal,
and the change range is [−1.2,1.1]. Figure 10b shows the azimuth tracking performance
change curve for the DANNDS control method, within the range of [−1.2,1.2]. As can
be observed in Figure 10c, as the step size increases, the azimuth tracking error for the
DANNQC control method presents periodic changes, and the range of these changes is
[−0.03,0.03]. Figure 10d shows the azimuth tracking error for the DANNDS control method,
which fluctuates frequently and varies in the range of [−1.8,1.8]. In conclusion, the control
performance of the DANNQC control method is superior.

Figure 11 shows the comparison between the hysteresis quantization curve and the
logarithmic quantization curve of the output of the photovoltaic power generation servo
system based on the DANNQC. Figure 11a shows the quantization effect of the logarithmic
quantizer, which fluctuates more frequently. Figure 11b shows the quantization effect of the
hysteresis quantizer, which fluctuates more regularly and has a small fluctuation. To sum
up, the influence of the quantization effect on the control performance of the photovoltaic
power generation servo system is based on the DANNQC.
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5. Conclusions

As the energy problem has become increasingly serious in recent years, to achieve the
sustainable use of resources, countries around the world are committed to researching new
energy. Photovoltaic power generation is an important direction in the development of
new energy, but it has shortcomings such as low power generation efficiency. To improve
the efficiency of photovoltaic power generation, a DANNDS controller was proposed, and
then a DANNQC photovoltaic power generation servo system was constructed based on
the DANNDS controller. The experimental results demonstrate the MTE, RMSTE, and
2NTE scores of the height angle servo motor of the DANNDS control method, which were
0.0026, 7.0279 × 10−4, and 0.3552, respectively. The scores for the various indicators of the
azimuth servo motor were 0.3552, 0.0028, 8.9237 × 10−4, and 0.4511, respectively, which
are lower than the scores of the other two mainstream control methods. In the height angle
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tracking error variation curves, the variation range for the DANNQC control method was
[−0.02,0.022]. The fluctuation range for the DANNDS control method was [−0.2,0.2]. In
the azimuth tracking error variation curves, the variation range for the DANNQC control
method was [−0.03,0.03]. The range for the DANNDS control method was [−1.8,1.8]. To
sum up, the DANNDS controller proposed in this study has good steady-state performance,
and the photovoltaic power generation servo system based on the DANNQC has better
control performance. However, there are still shortcomings in this research. The control
schemes proposed in this study are all based on a single photovoltaic power generation
servo system. In future research, the collaborative control of multiple photovoltaic power
generation servo systems can be studied.
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