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Abstract: For liquid hydrogen transportation, thermal insulation materials that are lightweight,
compact and exhibit high-performance have been pursued for several decades, and variable density
multi-layer insulation (VD-MLI) has been regarded as a promising choice. The thermal insulation
performance of the insulation materials is important, but is not at the top of the list; many constraints,
such as the space and weight of the insulation structures, are imposed on the design of a VD-MLI.
Consequently, this makes the optimization of VD-MLIs more complicated. The present authors
conducted a multi-objective optimization of a VD-MLI stacked with specific insulation units. The
number of repetitions of the basic insulation unit was regarded as the dimensionless design parameter
of the VD-MLI. Based on the experimentally validated layer-by-layer (LBL) model for MLI design,
the multi-objective optimization of VD-MLI for liquid hydrogen storage was conducted by the
combination of proper orthogonal decomposition with a general regression neural network (POD-
GRNN) surrogate model optimization framework. The results showed that the optimal solutions
for VD-MLI configurations could be achieved under different constraints. The present optimization
framework provides a new reference for the optimization of VD-MLI for cryogenic liquid storage.

Keywords: liquid hydrogen container; variable density multi-layer insulation; reduced-order
surrogate model optimization

1. Introduction

Liquid hydrogen (LH2) is usually stored and transported at 20 K under ambient
pressure. The boil off of LH2 caused by heat leakage leads to a significant increase in
the storage and transportation cost. Due to the excellent thermal insulation performance,
variable density multi-layer insulation (VD-MLI) has been regarded as a basic insulation
component for LH2 containers. There are different vehicles, such as cryogenic hydrogen–
oxygen rockets, LH2 lorries, and LH2 cargo carriers, imposing stringent requirements
on the space and weight of LH2 containers. We can easily understand that controlling
the space and weight of a thermal insulation structure can improve the efficiency of LH2
transportation significantly. Therefore, the optimization of VD-MLI configurations has
attracted more and more attention in the field of cryogenic engineering.

The existing VD-MLI optimization is mainly based on the Lockheed model [1], which
is a semi-empirical equation obtained by fitting experimental data at temperatures above
77 K. The Lockheed model can not be employed directly to optimize the MLI configuration
at LH2 temperature [2]. On the other hand, the layer-by-layer (LBL) model was used to
calculate the heat leakage in VD-MLI structures at LH2 temperature [3]. It is assumed
that the heat transfer between each layer of MLI consists of three independent heat fluxes,
and each layer temperature can be determined separately. Thus, it is possible to develop
VD-MLI optimization methods based on the LBL model. The layer density is chosen as the
design parameter of VD-MLI in engineering applications.
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Hastings [4] used the LBL model and modified Lockheed model to analyze the thermal
insulation performance of a Foam/VD-MLI combination for orbital storage of LH2. The
results demonstrated that VD-MLI exhibits an ideal thermal insulation performance with
a significant reduction in weight. Johnson [5] compared several optimization models of
VD-MLI based on the experimental results, and the Lockheed model, modified Lockheed
model, NEW Q model and Mcintosh model were investigated. Wang [6] proposed a
VD-MLI optimization method by inserting a reflector at the optimal positions, and an
experimental validation was conducted. All the above works focus on the single-objective
optimization with layer density as the design parameter and the heat flux as the objective.
The multi-objective optimization of VD-MLI has rarely been reported.

In order to further improve the performance of the thermal insulation materials, the
composite insulation systems composed of VD-MLI and other auxiliary components have
attracted more and more attention. A Vapor Cooled Shield (VCS) is used to offset the heat
intrusion by utilizing cooing capacity of boil-off gas in LH2 containers [7], and the insulation
performance of the VD-MLI-based LH2 containers could be further improved [8]. For
example, Jiang [9] developed a one-dimensional heat transfer model for the combination of
Foam/VCS/VDMLI for orbital storage of LH2, and the position of VCS was optimized. The
results showed that the heat flux into the LH2 tank is reduced by 59.6% when VCS is located
at the optimal position as compared to the case without VCS. Huang [10] investigated
the thermal insulation performance of Foam-VDMLI and VD-MLI under conventional
atmospheric conditions and vacuum conditions (10−3 Pa), based on a liquid nitrogen boil-
off calorimeter system. The results showed that the heat flux of Foam-VDMLI was only
30.58% compared to that of VD-MLI at atmospheric conditions. Shi [11] investigated a
composite thermal insulation system consisting of variable-density multi-layer insulation
(VD-MLI) and vapor-cooled shields (VCS) integrated with para-ortho hydrogen (P-O)
conversion, which has been proposed for long-term storage of liquid hydrogen. The effect
of VCS on heat flux density is discussed, and the optimal placement of VCS and the ultimate
performance that can be achieved when VCS is combined with VD-MLI is obtained. The
result shows that compared to that without VCS, the heat leak with multiple VCSs can be
reduced by max of 79.9%. Wang [12] investigated the thermal insulation performance of
Foam/Hollow Glass Microspheres (HGMs) combined with MLI/VD-MLI. The different
heat fluxes in four insulation structures were analyzed, and the results showed that the
thermal insulation performance of the MLI and VD-MLI systems were improved by 33%
and 13%, respectively. Liu [13] investigated the variation of Foam/MLI thermal insulation
performances based on an LBL model at boundary temperatures from 55 K to 700 K, and
boundary pressures from 10−6 Pa to 105 Pa. The results indicated a complex variation
of heat flux within Foam/MLI with different orbits of the spacecraft, but the variation
of heat flux was not discussed when foam is combined with VD-MLI. Therefore, it is
necessary to solve the optimal configuration of VD-MLI to enhance the thermal insulation
performance. In addition, the existing VD-MLI optimization methods are mainly based on
single-objective optimization, and it cannot be proven that the optimized configurations
are globally optimal.

In Lockheed models, the layer density is implicitly related to the heat flux density.
Some semi-empirical coefficients need to be corrected to improve the fitting accuracy. For
example, Fesmirea [14] used a calorimeter to test six VD-MLI configurations at the temper-
ature range of 78–293 K and ambient pressure range of 10−6 torr to 760 torr for 10–80 layers
of MLI, and the coefficients of the Lockheed model were modified. A multi-dimensional
parametric regression model can be employed to predict the performance of VD-MLI at the
presence of multi-dimensional design parameters. Using a data dimensionality reduction
method e.g., POD method [15], the best low-rank approximation of original sample set
can be obtained through data dimensionality reduction, and the prediction performance
is also excellent in the case of small sample size by no-linear regression of the orthogonal
basis coefficient.
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In view of the user-friendly interface communication of complex solvers, surrogate
model is suitable for a high computational cost-optimizing problem. Joakim [16] present a
novel SbNSGA-II ALM-surrogate-based NSGA-II. It is a robust and fast multi-objective
optimization method based on kriging surrogate models and NSGA-II with Active Learning
MacKay (ALM) design criteria. The SbNSGA-II ALM method is faster than the NSGA-II
method, preserving the robustness and diversity of the Pareto front identified. Phiboon [17]
developed an RBF/Kriging hybrid multi-fidelity surrogate model. A non-dominated
sorting genetic algorithm II is selected to solve the airfoil design problem. The objective of
the optimization problem is to minimize the aerodynamic drag and maximize the lift force.
The results showed that the UAV airfoil shape and the selected optimum airfoil shape had
been successfully obtained with the algorithm. The error of the aerodynamic lift and drag
is less than 10% in comparison with the wind tunnel experiment results.

In this study, a VD-MLI optimization method is proposed by defining the number of
repetitions of basic units as the design parameter and employing the proper orthogonal
decomposition with general regression neural network [18] (POD-GRNN) as the surrogate
model. A sample set of design parameters is generated by optimal Latin hypercube
sampling, and the response parameters are obtained by solving the LBL equations. The
sample set consists of the total thickness, number of layers, heat flux density, and design
parameters of a VD-MLI. The optimal approximation of the low-rank distribution of the
sample set is obtained by the POD, and the response parameters are obtained by regression
of GRNN on design parameters and orthogonal basis coefficients. The generalization
ability of the POD GRNN around the optimal solution is continuously improved by adding
non-dominated solutions in the sample set. The optimization method theoretically proved
the existence of a multi-objective optimal configuration for a VD-MLI.

2. Methodology

The VD-MLI can be implemented by stacking different layers of spacers, and the
density of reflectors varies in different parts of the MLI. Due to the space limitation of
the container, the total thickness and insulation performance of the VD-MLI can be set as
optimization objectives. The reflector is made of aluminum foil and the spacer material
is glass fiber. The emissivity of the reflector (ε) is 7.39 × 10−4 × T2/3 and the thermal
conductivity of the spacer (ks) is 8.823 × 10−6 + 1.04 × 10−7 × T W/m·K. The materials of
this study are shown in Figure 1.
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As shown in Figure 1, the reflector is used to reduce the radiation heat flux, and the
spacer is made of porous material with low thermal conductivity to mitigate the heat
leakage in the low temperature zone. The residual gas in MLIs can be evacuated from the
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porous structure. It is found that the residual gas pressure may be 10–50 times higher than
the nominal vacuum pressure [19,20], and the interlayer pressure is variable at different
layer positions. Thus, in order to improve the precision of the simulation model, the
residual gas pressure is assumed as 5 × 10−2 Pa for all layer positions when the pressure of
the vacuum chamber is 10−3 Pa. The basic parameters of the VD-MLI are listed in Table 1.

Table 1. The basic parameters of the VD-MLI.

Parameters Value

dsh(mm) 0.1389
dsp(mm) 0.3472

Th(K) 293
Tc(K) 20

ε 7.39 × 10−4 × T2/3

ks (W/m·K) 8.823 × 10−6 + 1.04 × 10−7 × T
Residual gas Helium (5 × 10−2 Pa)

Figure 2 shows the schematic diagram of the VD-MLI configuration. It can be seen that
the VD-MLI is composed of three zones: low density zone, medium density zone and high
density zone. The spacing distances of adjacent reflectors are different at different zones,
while the spacing distances are the same in a specific zone. It can be seen that the spacing
distance between the adjacent reflectors increases by an integer multiple. In fact, this can
be achieved by stacking the spacer elements in different manners, i.e., single stack, two
stacks and three stacks. In the present multi-objective optimization of VD-MLI, the stacking
manner of the reflectors and spacers are optimizing variables, and parameters such as
weight, thickness and heat flux density of the VD-MLI are used as optimizing objectives.
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Since the heat leakages near the hot and cold boundaries are dominated by radiation
and conduction heat transfer, respectively, more reflectors are arranged near the hot bound-
ary in order to cut down the radiation-dominated heat leakage. Additionally, more spacers
are placed near the cold boundary. Thus, the specific configuration of a VD-MLI could be
optimized to achieve the optimal insulation performance.

2.1. Layer-By-Layer Model

In the layer-by-layer (LBL) model, the heat flux between two adjacent layers is assumed
to transfer in three mechanisms, i.e., thermal radiation, solid conduction and residual
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gas conduction, respectively. The solid conduction of spacers can be calculated by the
following equation:

qs =
C f k
dsp

(Tn+1 − Tn−1) (1)

where, n is the current number of layers. C represents an empirical coefficient, f represents
spacer density, k represents the thermal conductivity of the spacer and dsp represents the
thickness of the spacer between two adjacent reflectors (m). Th and Tc are the tempera-
tures of the hot and cold reflectors, respectively (K). The residual gas conduction can be
determined by the following equation:

qg =
γ + 1
γ− 1

√
R

8πMT
pα(Tn+1 − Tn−1) (2)

where, R represents gas constant, 8.314 kJ/mol·K, γ represents specific heat ratio, M
represents molecular weight of gas, kg/mol, p represents residual gas pressure, Pa, α
represents accommodation coefficient. The thermal radiation can be calculated as follows:

qr = σε
(

Tn+1
4 − Tn−1

4
)

(3)

where, ε = 1/(1/ε1 + 1/ε2 − 1), ε1 and ε2 are the emissivities of the hot and cold reflectors,
respectively; σ represents the Stephan–Boltzmann constant (5.675 × 10−8 W/m2·K4). The
total heat flux can be determined as:

qt = qs + qg + qr (4)

Based on the thermal resistance, the temperature and heat flux and layer temperature
of each layer in the MLI can be calculated.

The total thermal resistance between adjacent reflectors can be determined by the total
effective thermal conductivity between the two layers as:

RT =
1

KT
(5)

Total thermal resistance KT as:

KT = σε +
γ + 1
γ− 1

√
R

8πMTm
piα + k (6)

Equation (6) can be solved by iterative method. First the layer temperature initialized
as a linear temperature distribution from the cold to the hot boundary, then calculate the
thermal resistance between the two reflective screens. The new temperature distribution
can be determined as:

Tn = TC +
∑n

i=1 Ri

∑N
i=1 Ri

(TN − TC) (7)

where, Ri is the thermal resistance between layer i− 1 and layer i, N is the number of layers
(TN = TH), This is iterated until the temperature distribution converges. The temperature
distribution and heat flow density on all layers are obtained.

2.2. Parameterization of VD-MLI

For the convenience of engineering implementation, the VD-MLI can be divided into
three zones with different layer densities, as shown in Figure 1. The basic thermal insulation
unit for the three zones (the high density zone, E1; the medium density zone, E2; the low
density zone, E3) can be expressed as follows:

E1 = [1, 2], E2 = [1, 2, 2], E3 = [1, 2, 2, 2] (8)
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where, “1” represents the reflector and “2” represents the spacer. Therefore, the VD-MLI
structure can be expressed as:

VD-MLI = [rep (E1, x1), rep (E2, x2), rep (E3, x3)] (9)

where, “rep (E1, x1)” represents that the basic unit E1 was repeated x1 times. Then, x1,
x2, x3 are the design parameters of VD-MLI. For example, the design parameters of the
VD-MLI shown in Figure 1 are x1 = 3, x2 = 2, x3 = 1. The thickness of the VD-MLI (D) can
be determined from the design parameters,

D = dshnsh + dspnsp (10)

where, dsh is the thickness of a reflector layer (mm), nsh is the total number of reflectors,
n = x1 + x2 + x3, dsp is the thickness of the spacer element (mm) and nsp is the number of
spacers. By reading the position and number of reflectors and spacers, the solid conduction
via the total thickness of spacers between two adjacent reflectors and thermal radiation
can be obtained using Equations (1) and (3), and given parameters such as residual gas
pressure, the gas thermal conduction can be calculated by Equation (2). Based on the energy
conservation of each layer, the insulation performance of the VD-MLI can be calculated.

The LBL model based on design parameters can be solved as shown in Figure 3. This
study proposes a section on design parameterization, and the LBL model can be used to
design a VD-MLI with the new method. It is a significant improvement of the conventional
LBL model.
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2.3. Optimization Objectives

Given the total number of reflector layers or the total thickness of VD-MLI, there are
multiple configurations of the reflector and spacer layers, and these configurations present
different insulation performances. The optimal configuration could be achieved in the
aspects of thickness, total number of layers and heat flux. Optimization objectives can be
expressed as:

min [| f1(X)− D|, | f2(X)− qti |, | f3(X)− nsh | (11)

where, X is the design parameter, X = [x1, x2, x3], f 1(x) is the corresponding total thickness of
the designed VD-MLI and [D] is the objective thickness which is a array with k dimensions
[D1, D2, D3, . . . , Dk]. When the number of reflector layers is determined, a group of
thicknesses are set as objectives and they can take the values between the minimum
thickness Dmin and the maximum thickness Dmax. f 2(X) is the corresponding heat flux
density of the designed VD-MLI and f 3(X) is the corresponding reflector layers of the design
parameters. qti is the desired heat flux of the VD-MLI. It can be set as a very small value.

The sample set of design parameters are generated by the sampling algorithm [21,22]
to obtain the corresponding performance parameters [D], [nsh], [qt] by LBL simulations,
the composition of the sample set is as follows, the detail of initial sample set is shown in
Appendix A, which concludes 25 samples.

x11 x21 x31 D41 nsh51 qt61
x12 x22 x32 D42 nsh52 qt62

...
...

...
...

...
...

x1n x2n x3n D4n nsh5n qt6n

 (12)

The optimal Latin hypercube sampling (OLHS) used in this paper is compared with
the Latin hypercube sampling (LHS). The corresponding results are shown in Figure 4.
Compared with the LHS, OLHS optimizes the spacing of the generated samples and the
samples are distributed more evenly across the whole design domain.
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2.4. POD GRNN Surrogate Model

Sample set matrix Am×n, A ∈ Rm×n can be decomposed by Singular Value Decompo-
sition (SVD) or Proper Orthogonal Decomposition (POD) as:

Am×n = Um×mΣm×nVT
n×n (13)

where, U represents the orthogonal basis coefficient matrix, U = [u1, u2, · · · um] ∈ Rm×m,
ΣVT represents the basis matrix, ΣVT =

[
ΣVT

1, ΣVT
2, · · ·ΣVT

m
]
∈ Rm×m and any one of

the samples in A can be expressed as a linear combination of the unique set of orthogonal
basis coefficients U with ΣVT .

ΣVT = Φ = [Φa, Φb] (14)
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where, Φa is the orthogonal basis corresponding to the input parameters (Φa = [Φ1, Φ2, . . . , Φk]),
Φb is the orthogonal basis corresponding to the output parameters (Φb = [Φk+1, Φk+2, . . . , Φm]).
The prediction of output parameters Y is as:

Y = ∑m
j=1 β jΦ

j
b (15)

where, β is the orthogonal basis coefficient (β =
[
β1, β2, . . . , β j

]
), which can be obtained by

nonlinear regression of GRNN [18]. The details of the GRNN can be found in the relevant
literature. GRNN is a kind of radial basis neural network (RBFNN) [23,24]. It has strong
nonlinear mapping ability and flexible network structure as well as high fault tolerance
and robustness. It is suitable for solving nonlinear problems. Moreover, GRNN has more
advantages than RBF network in approximation ability and learning speed. The network
finally converges to the global optimal with more sample size accumulation, and it can also
be used to predict with limited sample data.

β j =
SNj

SD
j = 1, 2, . . . , m (16)

where, SNj , SD are probability density function,

SNj = ∑n
i=1 UijPi (17)

SD = ∑n
i=1 Pi (18)

where, Pi represents the Gaussian radial basis weight of the input parameters.

Pi = exp

[
− (X− Xi)

T(X− Xi)

2σ2

]
i = 1, 2, · · · , n (19)

where, σ represents the length scale for the input space, which can be performed by 5-fold
cross-validation of the sample set.

2.5. Optimization Framework

The optimization framework of this study is shown in Figure 5. The input param-
eter X in Equation (19) is the performance index of VD-MLI, including [D], [nsh], [qi].
The output parameters are the design parameters of VD-MLI, i.e., [x1, x2, x3]. The opti-
mization objective is shown in Equation (11). The optimization can be conducted by the
following steps.

Step 1 Input objective parameters
[
nobj

sh1, nobj
sh2 . . . , nobj

shn

]
′,
[
qobj

t1 , qobj
t2 . . . , qobj

tn ]′,
[

Dobj
1 , Dobj

2 . . . , Dobj
n

]
′;

Step 2 n set of design parameters generated by the optimal Latin hypercube sampling
[
X0

1 ; X0
2 ; . . . ; X0

n],
x1 ∈[0, nsh ], x2 ∈[0, nsh ], x3 ∈[0, nsh ];

Step 3 LBL model− based simulation are performed for each design parameter and obtained performance
parameters

[
n0

sh1, n0
sh2 . . . , n0

shn
]
′,
[
q0

t1 , q0
t2 . . . , q0

tn]′,
[
D0

1 , D0
2 , . . . , D0

n
]
′;

Step 4 Design parameters and performance parameters are combined as initial sample set;
Step 5 The sample set is divided into a validation set and a test set, and the Gaussian weights σ are determined by

5-fold cross-validation;
Step 6 SVD decomposition of the sample set, obtained the basis matrix ΣVT = Φ = [Φa, Φb]; Φa represents the

coefficients of design parameters, Φb represents the coefficients of performance parameters.
Step 7 Based on objective parameters, obtain Φa from GRNN, and reconstruct the optimal design parameter matrix[

X1
1 ; X1

2 ; . . . ; X1
n
]

from Equation (15),
Step 8 Obtain the disjoint parts of the design parameters as the next generation of optimal design parameters,

[
Xnew

1 ;
Xnew

2 ; . . . ; Xnew
n ] /∈{

[
X1

1 ; X1
2 ; . . . ; X1

n]∩
[
X0

1 ; X0
2 ; . . . ; X0

n
]
}

Step 9 LBL model− based simulation of the new design parameters to obtain the corresponding performance
parameters,

[
nnew

sh1 , nnew
sh2 . . . , nnew

shn
]
′,
[
qnew

t1 , qnew
t2 . . . , qnew

tn ]′,
[
Dnew

1 , Dnew
2 , . . . , Dnew

n ]′;
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Step 10 Adding
[
Xnew

1 ; Xnew
2 ; . . . ; Xnew

n ],
[
nnew

sh1 , nnew
sh2 . . . , nnew

shn
]
′,
[
qnew

t1 , qnew
t2 . . . , qnew

tn ]′,
[
Dnew

1 , Dnew
2 , . . . , Dnew

n ]′
to the sample set;

Step 11 Go to Step 5;
Step 12 If there are no new design parameters obtained,

[
Xnew

1 ; Xnew
2 ; . . . ; Xnew

n ] = ∅, then finish the optimization;
Step 13 Select the design parameter matrix from the sample set as the optimal result.
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In this optimization process, the diversity of the sample set can be achieved by con-
tinuously adding new samples, and the prediction accuracy of GRNN can be enhanced.
If the obtained optimal design parameters finish updating, it can be assumed that the
optimization converges.

3. Results and Discussion
3.1. Validation of the Simulation Model

Zheng [25] provides a UD-MLI (uniform density MLI) composed of 50 layers of
reflectors with a thickness of 42 mm. The thermal insulation performance of the MLI was
tested with a liquid nitrogen calorimeter. The basic parameters are listed in Table 2. The
experimental data in the literature are used to validate the LBL model in this study.

Using the design parameterization and LBL model, the simulated temperatures of the
reflectors were compared with the experimental results, as is shown in Figure 6. In the
experiment, the MLI reflector was polyester film with Al coating on both sides, and the
perforation rate was between 0.05% and 0.1%. The spacer layer was made of polyester net
and the internal pressure of the storage was 0.1 MPa. The temperature at six points were
measured in layers 0, 10, 20, 30, 40 and 50, and the hot boundary (layer 0).

As shown in Figure 6, the simulated results are in a good agreement with the exper-
imental data. The heat flux of the MLI is 0.5678 W/m2 in the experimental study. The
simulated heat flux of the MLI is 0.555 W/m2, which deviates from the experimental result
by less than 2.3%. It can be found that the simulation based on the LBL model is reliable for
this study.
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Table 2. The basic parameters of MLI in Ref. [25].

Parameter Value

x1 42
x2 0
x3 0

dsh(mm) 0.56
dsp(mm) 0.28

Th(K) 293
Tc(K) 77

ε 0.04
ks(W/m·K) 4.5 × 10−6 ×

(
T
10

)0.5

Residual gas Helium (10−3 Pa)
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3.2. Multi-Objective Optimization of a VD-MLI

The number of the reflector layers of a VD-MLI is preset as 30, and the basic param-
eters are shown in Table 1. The minimum and maximum thicknesses of the VD-MLI are
14.58 mm for the configuration of [30, 0, 0] and 35.42 mm for the configuration of [0, 0, 30],
respectively. The thickness of the VD-MLI varies in the range of 14.58 to 35.42 mm for
different configurations and the thermal insulation performance of these configurations
vary greatly. Given the objectives shown in Equation (11), the multi-objective optimization
of the VD-MLI is conducted as the process shown in Figure 5. The optimal solutions at
16 thicknesses can be obtained, and are listed in Table 3.

IL (Interval length) indicates the interval thickness, where reflector density is 0.0463 g/cm2

and spacer density is 0.0598 g/cm2.
As can be seen in Table 3, the heat leakage of the VD-MLI is alleviated as the thickness

increases and the density of the VD-MLI increases significantly as the thickness increases.
When the thickness of the VD-MLI is in the range of 14.58 mm to 18.75 mm, only a few
layers of the basic insulation units of E2 are used to replace the insulation unit E1. It can
be seen that the heat leakage of the VD-MLI can be reduced. If the limited thickness of
the VD-MLI is increased to the thickness range of 20.14 mm to 28.47 mm, more insulation
units E2 could be used in the new configurations and the heat leakage could be reduced
further. When the limited thickness of the VD-MLI is in the thickness range of 28.47 mm to
35.42 mm, more insulation units E3 should be used in the VD-MLI structure, and the heat
leakage of the VD-MLI can be decreased.
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Table 3. The parameters of the VD-MLI with optimal configurations.

Case Number x1 x2 x3 IL 1 (mm) IL 2 (mm) IL 3 (mm) qt (W/m2)
Total Thickness

(mm)
Density
(g/cm2)

1 30 0 0 14.6 0 0 1.39 14.58 3.18
2 26 4 0 12.6 3.3 0 1.35 15.97 3.42

Original 26 1 3 12.6 0.8 3.5 1.34 17.01 3.60
3 22 8 0 10.7 6.7 0 1.29 17.36 3.66
4 18 12 0 8.7 10.0 0 1.24 18.75 3.90
5 14 16 0 6.8 13.3 0 1.18 20.14 4.14
6 10 20 0 4.9 16.7 0 1.14 21.53 4.38
7 6 24 0 2.9 20.0 0 1.10 22.92 4.62
8 2 28 0 1.0 23.3 0 1.06 24.30 4.86
9 0 28 2 0 23.3 2.4 1.04 25.69 5.10
10 0 24 6 0 20.0 7.1 1.03 27.08 5.34
11 0 20 10 0 16.7 11.8 1.01 28.47 5.58
12 0 16 14 0 13.3 16.5 0.99 29.86 5.82
13 0 12 18 0 10.0 21.2 0.97 31.25 6.06
14 0 8 22 0 6.7 26.0 0.96 32.64 6.29
15 0 4 26 0 3.3 30.7 0.94 34.03 6.53
16 0 0 30 0 0 35.4 0.93 35.42 6.77

The heat fluxes of four configurations of the VD-MLI (Case 1, 6, 11 and 16 in Table 2)
are displayed in Figure 7. It can be seen the heat flux of the radiation decreases and the
residual gas conduction heat flux increases as the reflector temperature decreases. As
shown in Figure 7a,d, the heat fluxes in the MLI with uniform density (i.e., Case 1 and
Case 16) present the same variation trend. It can be seen that the heat fluxes of residual
gas conduction and radiation are not affected by the increase in the spacer layers. While
the heat flux of solid conduction was reduced significantly because more layers of spacer
were applied in the MLI. For the VD-MLI composed of different insulation units, the heat
fluxes in the VD-MLI present abrupt changes at the boundary of two adjacent zones. As
shown in Figure 7b,c, abrupt changes of heat fluxes in the VD-MLI could be found due to
the variation of spacer layers in the basic insulation units (E1, E2 and E3). It can be seen
that the heat flux of solid conduction could be decreased considerably due to the using of
the insulation units with more spacer layers.

3.3. The Optimization Results Based on the Reduce-Ordered Surrogate Model

For an optimization of VD-MLI with a large number of reflectors and complicated
configuration, an enumeration method is time consuming. In order to verify the optimal
design results in Table 3, all configurations (496 configurations) of design parameters for
x1 + x2 + x3 = 30, x1 ∈ [0, 30], x2 ∈ [0, 30] and x3 ∈ [0, 30] can be filtered by the enumeration
method. LBL model-based simulation is performed for each configuration separately to
determine the thermal insulation performance. The position of the optimization results in
Table 3 in the global solutions and additional samples per iteration are shown in Figure 8.

In this study, the iterations were limited to less than 10 times. However, the optimiza-
tion converged after five iterations. It can be seen in Figure 8 that the final sample set
consists of 66 samples, of which, 25 are initial samples and 41 samples are added in the
optimization iteration. A distribution of 15, 10, 5, 5 and 6 samples are added successively
in the following iterations. It is worth noting that most of the optimal results are obtained
in the first iteration. The samples obtained in following iterations can improve the diversity
of the sample set, and the missing optimal results could be found by several iterations.
Hence, the optimization mechanism of this study is effective enough for the optimization
of VD-MLI design.



Processes 2023, 11, 1383 12 of 15Processes 2023, 11, 1383 13 of 17 
 

 

  
(a) Case 1([30, 0, 0],1.39 W/m2, 14.58 mm) (b) Case 6 ([10, 20, 0], 1.15 W/m2, 21.53 mm) 

  
(c) Case 11 ([0, 20, 10], 1.01 W/m2, 28.47 mm) (d) Case 16 ([0, 0, 30], 0.93 W/m2, 35.42 mm) 

Figure 7. Variation of heat flux density in different configurations. 

3.3. The Optimization Results Based on the Reduce-Ordered Surrogate Model 
For an optimization of VD-MLI with a large number of reflectors and complicated 

configuration, an enumeration method is time consuming. In order to verify the optimal 
design results in Table 3, all configurations (496 configurations) of design parameters for 
x1 + x2 + x3 = 30, x1 ∈ [0, 30], x2 ∈ [0, 30] and x3 ∈ [0, 30] can be filtered by the enumeration 
method. LBL model-based simulation is performed for each configuration separately to 
determine the thermal insulation performance. The position of the optimization results in 
Table 3 in the global solutions and additional samples per iteration are shown in Figure 8. 

 
Figure 8. The optimal configuration of the VD-MLI in the global solution set. 

10 15 20 25 30 35
Thickness/mm

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

H
ea

t f
lu

x 
de

ns
ity

/ W
/m

2

Global solutions
Initial sample set
Iteraton 1
Iteraton 2
Iteraton 3
Iteraton 4
Iteraton 5

Figure 7. Variation of heat flux density in different configurations.

There are more than eight configurations at each thickness in the range of 20 mm to
30 mm, and the maximum heat flux difference is in the range of 0.05 to 0.1 W/m2. Nine iter-
ations of the surrogate optimization are performed, and seventeen optimal configurations
are found, corresponding to each thickness, with an optimal rate of 100%.

The optimal dimensionality reduction distribution of the original sample set is ob-
tained by POD method. The General Regression Neural Network (GRNN) is used to
achieve regression of orthogonal basis coefficients by the Gaussian kernel function. As the
optimization progresses, the optimal points of the dimensionality reduction data gradually
become close to the optimal results of the enumeration method, and the optimized samples
are continuously added to the optimization frontier. It is proven that the optimization
of the high-dimensional distribution data can be obtained indirectly through the surro-
gate optimization. The method is also applicable to the VD-MLI optimization with more
complex limitations.

Processes 2023, 11, 1383 13 of 17 
 

 

  
(a) Case 1([30, 0, 0],1.39 W/m2, 14.58 mm) (b) Case 6 ([10, 20, 0], 1.15 W/m2, 21.53 mm) 

  
(c) Case 11 ([0, 20, 10], 1.01 W/m2, 28.47 mm) (d) Case 16 ([0, 0, 30], 0.93 W/m2, 35.42 mm) 

Figure 7. Variation of heat flux density in different configurations. 

3.3. The Optimization Results Based on the Reduce-Ordered Surrogate Model 

For an optimization of VD-MLI with a large number of reflectors and complicated 

configuration, an enumeration method is time consuming. In order to verify the optimal 

design results in Table 3, all configurations (496 configurations) of design parameters for 

x1 + x2 + x3 = 30, x1 ∈ [0, 30], x2 ∈ [0, 30] and x3 ∈ [0, 30] can be filtered by the enumeration 

method. LBL model-based simulation is performed for each configuration separately to 

determine the thermal insulation performance. The position of the optimization results in 

Table 3 in the global solutions and additional samples per iteration are shown in Figure 8. 

 

Figure 8. The optimal configuration of the VD-MLI in the global solution set. Figure 8. The optimal configuration of the VD-MLI in the global solution set.



Processes 2023, 11, 1383 13 of 15

4. Conclusions

In this study, a multi-objective optimization of VD-MLI with complex constraints is
conducted to improve the thermal insulation performance of the MLI in liquid hydrogen
containers. A high-precision simulation model using a layer-by-layer (LBL) model is
verified by experimental data. The number of repetitions of the basic insulation unit
is used as the design parameter. A sample set consisting of multiple VD-MLI design
parameters is obtained by sampling algorithms. The Proper Orthogonal Decomposition
(POD) method is used to obtain the coefficient and the orthogonal basis on the sample
set, and General Regression Neural Network (GRNN) is adopted to preform regression of
orthogonal basis coefficients. The output parameters of the VD-MLI can be reconstructed
by linear combination of regression. In single-objective and multi-objective optimization,
the optimal design parameters can be obtained by a small number of iterations based on
the prediction of POD GRNN.

For a VD-MLI with 30 layers of reflectors, the optimal configuration could be deter-
mined when the total thickness of the VD-MLI was limited. It can be found that the thermal
insulation performance of the VD-MLI would be improved by applying more spacers in
the low temperature zone. The POD GRNN surrogate optimization framework is used to
obtain the optimal 16 design parameters among 496 global solutions after nine iterations.
It is proven that the proposed method is applicable for VD-MLI multi-optimization. The
optimal dimensionality reduction distribution of the original data distribution is obtained
by GRNN regression of the POD orthogonal basis coefficient, and the optimal solution in
the original dimension can be obtained indirectly by optimization of the low-dimensional
data distribution. The proposed optimization method can be used to obtain the optimal
design parameters for VD-MLI with more complex constraints, and it could be used for
the design of other insulation structures for liquid hydrogen or liquid helium storage. The
optimization framework can also be combined with other optimization algorithms to form
a co-evolutionary mechanism, and it is suitable for more complicated insulation structures.
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Nomenclature

A—sample set matrix
D—the objective thickness, m
dsh—the thickness of reflector, mm
dsp—the thickness of the spacer between two adjacent reflectors, mm
ks—the thermal conductivity of the spacer, W/m·K
M—molecular weight of residual gas, kg/mol
Pi—the Gaussian radial basis of the input parameters
qr—radiation heat flux, W/m2

qs—solid conduction heat flux, W/m2

qg—gas conduction heat flux, W/m2

qt—total heat flux, W/m2

qti—the ideal heat flux density, W/m2
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R—gas constant, 8.314 kJ/mol·K
SNj —the probability density function
SD—the probability density function
Th—hot boundary temperature, K
Tc—cold boundary temperature, K
Ti—the temperature of adjacent reflectors, K
U—the orthogonal basis coefficient matrix
α—accommodation coefficient
β—the orthogonal basis coefficient obtained from regression of GRNN
γ—specific heat ratio,
ε—the emissivity of the hot and cold reflectors
σs—the Stephan-Boltzmann constant, W/m·K
σ—the length scale for the input space
ΣVT—the basis matrix
Y—the prediction of output parameters
Φ—the orthogonal basis corresponding to the input parameters

Appendix A

Table A1. The initial sample set generated by the sampling method.

Case Number x1 x2 x3 qt (W/m2) nsh Total Thickness (mm)

1 28 0 2 1.380 30 15.972
2 26 3 1 1.354 30 16.319
3 26 2 2 1.348 30 16.666
4 18 12 0 1.236 30 18.749
5 17 13 0 1.222 30 19.097
6 17 12 1 1.222 30 19.444
7 21 4 5 1.256 30 19.444
8 20 4 6 1.235 30 20.138
9 13 17 0 1.172 30 20.485

10 21 0 9 1.228 30 20.833
11 15 10 5 1.176 30 21.527
12 17 5 8 1.182 30 21.874
13 8 22 0 1.117 30 22.221
14 9 20 1 1.127 30 22.221
15 15 8 7 1.164 30 22.221
16 18 2 10 1.181 30 22.221
17 11 15 4 1.135 30 22.569
18 6 24 0 1.098 30 22.916
19 12 12 6 1.136 30 22.916
20 16 4 10 1.157 30 22.916
21 10 15 5 1.120 30 23.263
22 12 11 17 1.130 30 23.263
23 13 9 8 1.135 30 23.263
24 9 16 5 1.110 30 23.610
25 10 14 6 1.115 30 23.610
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