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Abstract: Due to the inherent uncertainty of wind conditions as well as the price unpredictability
in the competitive electricity market, wind power producers are exposed to the risk of concurrent
fluctuations in both price and volume. Therefore, it is imperative to develop strategies to effectively
stabilize their revenues, or cash flows, when trading wind power output in the electricity market. In
light of this context, we present a novel endeavor to construct multivariate derivatives for mitigating
the risk of fluctuating cash flows that are associated with trading wind power generation in electricity
markets. Our approach involves leveraging nonparametric techniques to identify optimal payoff
structures or compute the positions of derivatives with fine granularity, utilizing multiple underlying
indexes including spot electricity price, area-wide wind power production index, and local wind
conditions. These derivatives, referred to as mixed derivatives, offer advantages in terms of hedge
effectiveness and contracting efficiency. Notably, we develop a methodology to enhance the hedge
effects by modeling multivariate functions of wind speed and wind direction, incorporating periodic-
ity constraints on wind direction via tensor product spline functions. By conducting an empirical
analysis using data from Japan, we elucidate the extent to which the hedge effectiveness is improved
by constructing mixed derivatives from various perspectives. Furthermore, we compare the hedge
performance between high-granular (hourly) and low-granular (daily) formulations, revealing the
advantages of utilizing a high-granular hedging approach.

Keywords: mixed derivatives; wind power producers; hedging; nonparametric regressions

1. Introduction

Wind power is considered to be sustainable and useful for green energy generation,
and the installed capacity of wind power has rapidly increased in many countries and
regions. Such an escalation in the installed capacity of wind power and the variability in
wind power generation may give rise to considerable uncertainty for power industries
operating in competitive electricity markets, as wind power output is volatile and largely
contingent upon weather conditions. Owing to the uncertainty of the future and current
wind conditions, wind power producers may suffer from the risk of volume fluctuations as
well as price movement according to supply and demand in a short period (e.g., every half
an hour). Consequently, price and volume simultaneously fluctuate, resulting in extreme
volatility for the revenue or income cash flow of a wind power producer. To expand and
support wind power generation businesses, even in a competitive environment, it is key to
know how to control revenue and stabilize cash flow fluctuations effectively.

In this study, we construct a quantitative strategy for reducing the cash flow fluctua-
tions of wind power producers in the electricity trading market using adequate financial
instruments that are related to electricity prices, wind power generation, and weather in-
dexes. Such financial instruments are called electricity derivatives [1] when the underlying
asset is the price of electricity or the amount of electricity generated, and they are referred
to as weather derivatives [2] when the underlying asset is an index composed of observed
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weather values, etc. Various instruments have been developed and proposed, as well as a
number of optimal hedging techniques using derivatives in energy markets [3]. The use of
derivatives and hedging transactions are widely practiced in today’s electricity market and
have become an integral part of risk management for electric utilities [4,5]. In particular,
weather derivatives are extremely useful for hedging energy market-related risks, and in
recent years, there have been a large number of applications in both practical and research
contexts [6]. Moreover, pricing methods and specific applications of weather derivatives are
presented in several pieces of literature [7–10], where previous studies have been mainly
related to weather derivatives on a single underlying index such as temperature [11–16],
but also solar radiation/irradiation [17,18] and rainfall [19]. In the context of wind power
businesses, the recent increase in hedging needs, coupled with the increased demand for
wind power to achieve decarbonization goals, has led to recent studies on wind derivatives.
There is a wide variety of derivatives, including the European put-type quanto options [20],
barrier options [21,22], collar options [23], and wind call options [24], as well as the wind
power futures (WPFs) [25–27], which are traded. Additionally, in a more recent study [28],
the authors note that WPFs with area-wide generation as the underlying asset are not
suitable for the effective hedging of individual generators, and factor futures with some
principal components of individual generation as the underlying asset were proposed.

However, most of these studies have focused on the “pricing” of existing/standardized
derivatives with single underlying indexes (Note that of the above studies, refs. [23,25,28]
deal with hedging effects; however, it is still true that pricing challenges exist there). This
fact is not surprising as the need for pricing, or the practical challenge, is inherent in
those financial instruments themselves, i.e., standard-type derivatives. In other words,
in the trading of standard-type derivatives, because the form of the derivative’s payoff
function is determined in advance as a univariate function, the procedure whereby the
buyer pays the seller an amount equivalent to the expected value of that payoff at the
contract time (obtained from the “pricing”) is inevitable (assuming transactions between
risk-neutral players and ignoring interest rates here). Moreover, the payoff functions of
existing derivatives of the put or call types are not necessarily ideal ones for individual
hedgers. For example, some studies [29–31] have proposed the use of a large number of
put/call electricity derivatives along with the hedge volume risk in the electricity businesses.
However, if the optimal derivatives can be designed and are tradable, they allow for more
effective hedging while at the same time consolidating derivative contracts. Therefore,
from the perspective of enhancing the hedge effect for individual hedgers, we adopt the
so-called “flexible approach” that optimally synthesizes the payoff function (possibly a
multivariate nonlinear function) to reflect individual hedge requests instead of existing
standard-type derivatives.

The flexible approach has another advantage of solving the pricing issues of deriva-
tives as illustrated in [32,33]. That is, it is demonstrated that any (European type)
derivative can be designed by optimizing the payoff function with an expected value
constraint of zero, which does not require payment procedures at the contract time.
In other words, considering the “net payoff” of a derivative contract is the payoff at
the maturity time minus the (fair) price at the contract time, and the essential issue of
effective derivative design is to optimize this net payoff under fair trading conditions
(i.e., expected net payoff equals zero). This derivative design was first applied in [32]
for designing temperature derivatives in electric utilities and has been developed into
various forms of derivatives transactions for prediction error losses [33], simultaneous
hedging of price and volume [34,35], and mediated hedge trading model among different
electric utility players [36]. A common feature of these studies is to use nonparametric
regression techniques and to seek derivatives with arbitrarily nonlinear payoffs (non-
parametric derivatives) for optimal hedging. Note that another approach to hedging
that replicates arbitrarily nonlinear payoffs has recently been proposed in [37] based
on the standardized derivatives, which were shown to be superior to nonparametric
derivatives in terms of market transactions at the expense of hedging effect.
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Thus, nonparametric derivatives have proven to be flexible and advantageous in terms
of both hedge effect and contracting procedures efficiency. However, it is an open research
question whether they can be applied to hedging the fluctuation risk of the product of price
and volume in wind power businesses or whether (and how much) their effectiveness can
be improved when using nonparametric derivatives with multiple underlying indexes.
In other words, there exists a research gap in the absence of a modeling methodology or
empirical analysis of this issue. Additionally, while recognizing the limitations of area-wide
wind derivatives, as in [28], it may be possible to solve the problem of improving hedge
effects by combining derivatives on weather variables as well as wind power generation;
therefore, this study also addresses this interesting hypothesis.

In light of the aforementioned background, the present study proposes the utilization
of nonparametric techniques to find optimal payoff structures or positions for mixed
derivatives with fine granularity on the underlying indexes given by spot electricity price,
area-wide wind power production index, and local wind speed and direction. Moreover,
we develop a methodology for constructing mixed derivatives by modeling multivariate
functions (related to payoff functions for multivariate derivatives) of wind speed and wind
direction, where tensor product spline functions are applied to incorporate periodicity
constraints on the wind direction. In the end, we demonstrate the enhancement of the
hedge effect for mixed derivatives from various aspects based on empirical data. We also
compare the hedge performance between high-granular (hourly) and low-granular (daily)
formulations and reveal the advantages of utilizing a high-granular hedging formulation.

Note that this paper provides a new perspective on the simultaneous price and volume
hedging problem by constructing derivative portfolios of multiple underlying assets and by
elaborately modeling the nonlinear relationships among variables, which is distinct from
our previous studies that have only dealt with volume risk [33,37]. Other related studies
dealing with simultaneous price and volume hedging problems have been conducted
for retailers [29–31,38], solar power producers [39], wind power producers [40], etc., but
all of them deal with derivatives having a single underlying asset (e.g., electricity prices
or temperatures). While some of our previous studies have also constructed multiple
derivative portfolios for solar power producers and retailers [34,36], this study has a
different objective in that it provides useful insights for wind power risk management
practices and modeling challenges based on actual wind power generation data of wind
farms (WFs) and other observation data for the electricity market and weather. In the
context of a simultaneous hedging of price and volume, the quanto option, which has both
of them as underlying assets, could be utilized (see, e.g., [41,42]). However, as previously
noted, such conventional derivatives encounter challenges in terms of pricing and hedge
effectiveness (thus, this approach was not employed). Furthermore, this study is not only
new in constructing effective portfolios for the simultaneous price and volume hedging
problem in the wind power business but also makes an unprecedented effort to examine in
detail the modeling techniques that enhance the hedge effect. For example, the viewpoint
that hedge effects can be improved by combining (original) local wind speed derivatives in
addition to (commonly traded) area-wide wind generation derivatives would provide a
useful perspective for both power producers and financial product designers. In addition,
we demonstrate other multifaceted empirical analyses that have not been focused on in
previous studies, such as the use of lag variables in the design of underlying assets, testing
the robustness by varying in-sample and out-of-sample periods in multiple scenarios, and
understanding hedge effects using different indicators.

The remainder of this paper is organized as follows. In Section 2, we start with
motivational arguments on the policy mechanisms related to renewable power trading and
formulate the optimal hedging problem with mixed derivatives. We construct a concrete
hedging model, detail the underlying assets considered and the method of modeling
nonlinearity, and provide data description and performance measures. Section 3 presents
the results of the empirical analysis from various perspectives. In particular, we clarify the
hedge effects across multiple hedging models and the choice of underlying indexes with a
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detailed discussion of effective modeling approaches and their implications. In Section 4, we
compare the hedge performance between high-granular (hourly) and low-granular (daily)
formulations and reveal the advantages of utilizing a high-granular hedging formulation.
Finally, we provide conclusions in Section 5.

2. Optimal Hedging with Mixed Derivatives
2.1. Motivation

We begin with motivational arguments on policy mechanisms related to renewable
power trading. Among several policy mechanisms for enhancing renewable energy devel-
opment, the feed-in tariff (FIT) is probably the most commonly introduced method in many
countries [43]. Under the FIT mechanism, wind power producers are generally protected
from price risk; that is, the sales price of the power output is guaranteed for a certain
long-term period. In this case, it is sufficient for wind power producers to hedge volume
risk using derivatives with suitable underlying indexes related to wind power variability.
A potential candidate for such an underlying index is the wind power production (WPP)
index, which denotes an area-wide production of wind power in a country, such as the
German wind power index listed in Nasdaq [44], to hedge the production of wind power
in Germany. Such a WPP may be effective for groups of WFs covering a wide area but
may be challenging to use for individual WFs because of the strong local effect of weather.
In addition, the WPP index must be standardized and managed under a solid rule to
guarantee the fairness of data. Another candidate for a wind-related index is to use publicly
available wind weather condition (WWC) data, such as wind speed and direction observed
by a meteorological weather station in the local area. The advantage of such a WWC index
is that weather data are objective and observed at many different places with the same
quality and that WFs may incorporate local wind conditions near their locations.

There is an updated policy mechanism called the feed-in premium (FIP; see, e.g., [45]),
under which wind power producers sell the power output at a market price and receive
an additional payment (premium). Both FIT and FIP mechanisms provide an incentive
for business owners to develop wind power generation projects in the corresponding
country, but an essential difference is that, under FIP, wind power producers need to be
concerned with the risk of price as well as volume fluctuations. The introduction of FIP
is aimed to integrate the renewable energy development business into a market-oriented
environment where the sales price changes according to the competitive market price.
This situation is the focus of this study, under which wind power producers may suffer
from the risk of simultaneous fluctuations in price and volume, and it is the key to know
how to stabilize their revenues (or cash flows) for trading wind power output effectively
in the electricity market.

To manage the risk of cash flow fluctuations determined by the price and volume,
wind power producers may use electricity derivatives whose underlying index is given
by the spot electricity price, in addition to wind derivatives on WPP and WWC indexes.
However, it would be more desirable for wind power producers to use mixed derivatives
of electricity prices and wind-related indexes using a multivariate payoff function if there
exists a suitable methodology. Our study is based on this point of view, i.e., we would like
to develop a methodology to optimally construct mixed derivatives on wind indexes and
electricity prices for wind power producers (i.e., WFs) and control their cash flows against
the simultaneous fluctuation of electricity price and wind power generation.

2.2. Minimum Variance Hedging Problem

The goal of hedging is to replicate the target cash flow using another cash flow that
is defined by the payoff of a portfolio of derivative contracts with effective underlying
indexes. In this context, we provided a methodology to construct a derivative portfolio
of weather and energy derivatives using nonparametric regression techniques for power
retailers and photovoltaic (PV) generators [34]. This idea has been extended to the case
where power retailers and generators (PV or thermal generators) trade through the central
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exchange market, and an insurance company handles weather and electricity derivatives
or forward contracts between them [36]. In this study, we extend our previous work to the
hedging problem of wind power producers and formulate mixed derivatives by specifying
various types of payoff functions.

Let Vt [kWh] be the power output of a WF that can be sold at the spot electricity price,
denoted by St, in the corresponding area for delivering electricity in the (hourly) time
interval [t, t + 1), where we assume that the basic period is an hour and all variables are
observed at least hourly. Note that Vt changes with wind conditions, whereas St is volatile
depending on the supply and demand at the moment; hence, the revenue (or the cash flow)
from electricity sales, defined by VtSt, may be extremely volatile.

To reduce the risk of cash flow fluctuations, we introduce the following minimum
variance hedging problem using mixed derivatives on spot electricity price St and WPP
and WCC indexes WPPt and WWCt:

min
f

Var[VtSt − f (St, WPPt, WWCt)]

s.t. f (St, WPPt, WCCt) = 0
(1)

where Var[·] represents the variance and f denotes a payoff function of mixed derivatives,
which is optimized subject to the zero-mean condition f (St, WPPt, WWCt) = 0. In (1),
WWCt may contain the wind speed Wt and direction Dt observed by a meteorological
weather station near the WF; WPPt is the total wind power generation in a country or
region, covering all locations of the WFs. We use the total wind power generation data in
the (hourly) time interval [t, t + 1), denoted by Pt, in the electricity network observed by
the independent system operator (ISO). Note that Pt is an area-wide index and that only
one representative variable is observed. On the other hand, the dimensions of Wt and Dt
depend on the number of meteorological weather stations near the wind farm. If there
are multiple observation points, each variable of Wt or Dt becomes multidimensional to
incorporate multiple wind speeds or directions observed at different stations.

In our approach, we formulate European-type derivatives by optimizing payoff
functions, subject to the expected value constraint of zero, without involving any upfront
payment obligations at the contract initiation, thereby leading to derivative contracts
with an initial value of zero. In this context, the crux of effective derivative design lies in
the optimization of the “net payoff” under fair trading conditions wherein the expected
net payoff is set at zero; the “net payoff” of a derivative contract is defined as the payoff
at maturity minus the (fair) price at the time of contract initiation (which is set as zero in
our approach).

Furthermore, it is noteworthy that wind power generation can be technically formu-
lated by a cubic equation for wind speed, which accounts for Betz’s law [46,47]. However,
in practical application, there is also a certain correlation between the wind direction and
the wind power generation, as wind speed is measured at a specific point. As a result, wind
direction is often incorporated as an explanatory variable in contemporary wind power
forecasting models [48]. Thus, the incorporation of local wind speed and wind direction
information in addition to area-wide power generation data is anticipated to provide a more
precise depiction of individual wind power generation patterns and potentially enhance
the effectiveness of hedge effects with mixed derivatives.

2.3. Construction of Hedging Models

In this study, we apply three types of regression models, corresponding to linear
hedging, spline hedging, and tensor hedging, respectively, for solving (1), and evaluate
their hedge effects.
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2.3.1. Linear Hedging

At first, we demonstrate the following linear regression of VtSt on covariates (Wt, Pt, St)
as a benchmark, namely “linear hedging”, which provides the simplest hedging strategy
for solving (1):

VtSt = β[Wt, Pt, St, WtSt, PtSt, 1]> + εt, (2)

where β is a coefficient vector to be estimated and εt is the residual term in the linear
regression. In Equation (2), the regression coefficients provide optimal investment units
of forward contracts on the underlying indexes (Wt, Pt, WtSt, PtSt) for controlling the cash
flow deviation from VtSt by assuming that the physical probability measure provides a
risk-neutral probability measure. This is because forward prices are given by their mean
values under the risk-neutral probability measure, and the following condition holds with
the optimal regression coefficient vector β∗ and residual ε∗t :

ε∗t = VtSt −VtSt − β∗
[
Wt −Wt, Pt − Pt, WtSt −WtSt, PtSt − PtSt

]>.

(In this paper, the overline notation, e.g., VtSt, is used to denote the mean value. Note that
the notation a ≡ b below is used to denote that a is defined to be b).

Then, we see that minimizing Var[ε∗t ] provides the optimal value of the objective
function by letting:

f (St, WPPt, WCCt) ≡ β∗
[
Wt −Wt, Pt − Pt, WtSt −WtSt, PtSt − PtSt

]>.

In other words, the residual ε∗t corresponds to the optimally hedged cash flow using
forward contracts on (Wt, Pt, WtSt, PtSt); therefore, we may conclude that solving the
minimum variance hedging problem (1) with forward contracts can be achieved through
linear regression of (2).

2.3.2. Spline Hedging

Next, we introduce a nonparametric regression,

VtSt = ϕW(Wt)St + ϕP(Pt)St + β0 + εt, (3)

characterized by smoothing spline functions ϕW and ϕP being multiplied by St (called
a by variable; see [49]), where β0 is the intercept and εt is the residual. The regression
problem (3) may be solved as a generalized additive model (GAM [50,51]) using univariate
smoothing spline functions sW and sP to minimize the residual sum of squares with a
penalty on smoothness. In this study, we refer to the hedging strategy obtained from (3) as
“spline hedging.”

A common structure of each regression function in (3) is to have St as a by variable
of smooth terms [49] that is introduced precisely against the price risk, and its interaction
with wind power generation is incorporated. That is, the sum of spline functions,
ϕW(Wt) + ϕP(Pt), is multiplied by St to hedge the simultaneous fluctuation of price and
wind power generation.

The regression Equation (3) provides minimum variance hedging using derivatives on
(Wt, Pt, St). Even though derivative prices are not explicitly incorporated, it can be shown
that the resulting residuals from the regressions provide hedged cash flows in the objective
function of (1) under the same assumptions as those for (2). Then, the optimal payoff
function may be obtained using the regression functions in (3) as

f (St, WPPt, WCCt) ≡ ϕW(Wt)St − ϕW(Wt)St + ϕP(Pt)St − ϕP(Pt)St.



Energies 2023, 16, 3809 7 of 26

2.3.3. Tensor Hedging

Third, we further incorporate the wind direction in the first term of (3) and consider
the following regression:

VtSt = te(Dt, Wt)St + ϕP(Pt)St + β0 + εt. (4)

Compared with (3), we see that the first term in (4) is extended to incorporate the
nonlinearities of wind speed Wt regarding power generation and the cyclic feature of wind
direction Dt. Note that the bivariate smooth function te is represented as a tensor product
spline function of (Dt, Wt), which is a multidimensional smooth function that is expressed
by a tensor product. Because separate basis functions may be specified in tensor product
spline functions, we set a cyclic smoothing basis for the Dt-direction and a cubic spline
basis for the Wt-direction to solve the regression problem in (4), where the cyclic smoothing
basis enables us to model a periodic function whose endpoint smoothly connects with the
initial point (see [51] for the definitions of tensor product and cyclic spline functions). Then,
the regression problem (4) may be solved as GAM and the optimal payoff function may be
obtained using the regression functions in (4) as

f (St, WPPt, WCCt) ≡ te(Dt, Wt)St − te(Dt, Wt)St + ϕP(Pt)St − ϕP(Pt)St.

2.3.4. Incorporation of Lagged and forward Variables

Moreover, we assume that each variable related to the WPP and WCC indexes
may be multidimensional when observation data for multiple meteorological weather
stations and/or lagged variables of (Dt, Wt) and Pt are used. In such a case, additional
spline functions or linear terms are added to (2)–(4). For example, when Wt and Dt

are both two-dimensional with Wt =
[
W(1)

t , W(2)
t

]>
and Dt =

[
D(1)

t , D(2)
t

]>
, (2)–(4) are

modified as

VtSt = β
[
W(1)

t , W(2)
t , Pt, St,

(
W(1)

t , W(2)
t

)
St, PtSt, 1

]>
+ εt,

VtSt = ϕ
(1)
W

(
W(1)

t

)
St + ϕ

(2)
W

(
W(2)

t

)
St + ϕP(Pt)St + β0 + εt,

VtSt = te(1)
(

D(1)
t , W(1)

t

)
St + te(2)

(
D(2)

t , W(2)
t

)
St + ϕP(Pt)St + β0 + εt,

where ϕ
(i)
W and te(i), i = 1, 2 are univariate smoothing spline and bivariate tensor spline

functions, respectively, and β is a coefficient vector with appropriate dimensions.
Another noteworthy issue is the enhancement of covariates by incorporating lagged

and forward variables. The effect of wind conditions may not be direct, and lagged or
forward variables may contribute to the improvement in hedge performance because the
meteorological weather stations chosen in our experiment are not neighbors (approximately
10 km or more from the wind farm). A similar consideration may be applied to the
relationship with the WPP index. In this study, we examine the effect of lagged and
forward variables in covariates, (Dt, Wt, Pt ) on the hedge performance (see Section 3.2).

2.4. Performance Evaluation Measures

We estimate the optimal regression functions and other required parameters in (2)–(4)
using the data in the learning period and subsequently evaluate the hedge performance
using the out-of-sample data in the test period. More specifically, we execute out-of-sample
hedge simulations by substituting the observed data in the test period into the estimated
regression Equations of (2)–(4) to compute the predicted values of the target variable VtSt. In
this case, the deviation of VtSt from the expected cash flow VtSt is hedged using the payoff
of derivatives f (St, WPPt, WWCt), where VtSt −VtSt may be considered as an unhedged
cash flow for the wind power producer. Note that the payoff functions are extracted from
the estimated regression Equations in (2)–(4), and the difference between the predicted
and realized values for VtSt provides out-of-sample hedge errors. Like our previous study
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in [32,36], we use the following variance reduction rates (VRRs) and normalized mean
absolute errors (NMAEs) to evaluate the hedge performance in the out-of-sample case:

VRRout :=
Var
[
εout

t
]

Var[VtSt]
, NMAEout :=

∣∣εout
t
∣∣∣∣VtSt −VtSt

∣∣ , (5)

where εout
t denotes the out-of-sample hedge errors in the test period.

To test the robustness of the proposed model, we also consider the following hy-
pothetical in-sample case. That is, instead of using the estimation result of the learning
period to compute out-of-sample hedge errors, we can estimate the regression functions
and compute hedge errors using the same data as the test period. In this case, the test
period becomes in-sample, and we refer to the resulting hedge errors as in-sample hedge
errors. The in-sample hedge errors provide a measure of the “best hedge” based on the
same model and data, and the comparison of out-of-sample hedge errors with in-sample
hedge errors allows us to understand the performance degradation from the best hedge.
For in-sample hedge errors εin

t , we define VRR and NMAE in the in-sample case as

VRRin :=
Var
[
εin

t
]

Var[VtSt]
, NMAEin :=

∣∣εin
t
∣∣∣∣VtSt −VtSt

∣∣ . (6)

2.5. Data Description

We used the power generation data Vt [kWh] from two individual WFs located in
the Kyushu and Chubu areas, Japan, which have the data periods of 1 October 2019 to
30 September 2022 for the WF in Kyushu and 1 October 2019 to 31 March 2022 for the WF
in Chubu. The data were observed every 30 min, but we used hourly data to adjust the data
frequency to those of the WPP and WCC index data. For the WPP index, we used area-wide
wind power generation data, Pt [MWh], released by the general power transmission and
distribution business operator, whose function corresponds to the ISO in Japan and is
obligated to guarantee final power transmission and distribution in addition to balancing
the entire electricity network in the area. For the WCC index, we used wind speed Wt [m/s]
and cardinal direction categorized into 16 directions. We assigned Dt = −16, . . . ,−1 to the
cardinal direction starting from the north clockwise direction. Finally, we used the JEPX
spot price, which is the price of spot electricity to deliver electricity during a predetermined
half-hour slot and which is executed under the single price auction system in the day-ahead
market (see http://www.jepx.org/english/outline/index.html, accessed on 10 April 2023).
Here, we take the hourly average to obtain hourly data, denoted by St [JPY/kWh].

For the wind farm located in the Kyushu area, we chose two weather observation
stations whose distances from the wind farm were approximately 10 and 12 km, respectively.
For the wind farm in the Chubu area, we chose four weather observation stations whose
distances from the wind farm were approximately 13, 16, 18, and 25 km, respectively. The
JEPX spot prices, WPP indexes for Kyushu and Chubu, and weather data were downloaded
from the following websites, respectively:

• http://www.jepx.org/market/index.html (JEPX Kyushu area price and Chubu area
price, accessed on 27 March 2023).

• https://www.kyuden.co.jp/td_service_wheeling_rule-document_disclosure (WPP
index, Kyushu, accessed on 27 March 2023).

• https://powergrid.chuden.co.jp/denkiyoho/ (WPP index, Chubu, accessed on 27
March 2023).

• https://www.data.jma.go.jp/gmd/risk/obsdl/ (WWC Index, Japan Meteorological
Agency, accessed on 27 March 2023. Note that missing values were imputed using
linear interpolation.).

Panels (a)–(c) in Figure 1 respectively demonstrate the historical data of the Kyushu
area spot electricity price, WF power generation with the WPP index, and wind speed data

http://www.jepx.org/english/outline/index.html
http://www.jepx.org/market/index.html
https://www.kyuden.co.jp/td_service_wheeling_rule-document_disclosure
https://powergrid.chuden.co.jp/denkiyoho/
https://www.data.jma.go.jp/gmd/risk/obsdl/
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observed at two meteorological weather stations for two months in the data period (i.e.,
1 August–30 September 2021). Note that the WF power generation and WPP index are
normalized by the mean and standard deviation for comparison based on the same scale.
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Figure 1. Historical data of the Kyushu area spot electricity price (Panel (a)), WF power generation
with the WPP index (Panel (b)), and wind speed data observed at two meteorological weather stations
(Panel (c)) during the two months of the data period (i.e., 1 August–30 September 2021).

In this study, all regression models were estimated using R 4.2.2 software (https:
//www.R-project.org/, accessed on 19 March 2023) using the mgcv package [49] for
applying GAM, wherein the smoothing parameter is calculated using the generalized
cross-validation criterion. Some figures were plotted using MATLAB 2022a (MathWorks,
Inc., Natick, MA, USA).

3. Empirical Performance of Hourly Hedges

We estimate the optimal regression functions and other required parameters in (2)–(4)
using the data in the learning period and subsequently evaluate the hedge performance
using the out-of-sample data in the test period. Here, the learning and test data periods
were set as follows (see Appendix A for descriptive statistics of variables):

• Learning period: 1 October 2019 to 30 September 2020. (Hourly data, number of data
observations: 8784)

• Test period: 1 October 2020 to 30 September 2021. (Hourly data, number of data
observations: 8760)

https://www.R-project.org/
https://www.R-project.org/
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In this section, the two-year data period was split in half as shown above, but a further
investigation into the relation of the lengths between learning and test periods would be
interesting and should be considered as a future research topic.

3.1. Estimated Smooth Functions

Here, we demonstrate estimated smooth functions when regression Equation (4) is
applied for the learning period of the data to hedge the cash flow fluctuation of WF in Kyushu.
Note that such smooth functions provide a payoff function of mixed derivatives as:

f (St, WPPt, WCCt) = te(Dt, Wt)St − te(Dt, Wt)St + ϕP(Pt)St − ϕP(Pt)St.

Panels (a) and (b) in Figure 2 illustrate the estimated univariate and tensor spline
functions of ϕP(Pt) and te(Dt, Wt), respectively, where two tensor spline functions
(Panels (a) and (b)) and one univariate spline function (Panel (c)) were estimated as
there were two observation points of WCC indexes in the case of the WF in Kyushu. We
observe that the estimated univariate spline function reflects the positive effect of the
WPP index on cash flow and is nonlinear for large values of the WPP index. On the other
hand, the estimated tensor spline function depicted in Panels (a) and (b) represents the
interaction between wind speed and direction concerning the target cash flow and can
model the cyclic property of the wind direction.
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Figure 2. Estimated tensor spline functions (Panels (a,b)) and univariate spline function (Panel (c))
when regression Equation (4) is applied for the learning period of the data to hedge the cash flow
fluctuation of the WF in Kyushu. Note that because there are two observation points of WCC indexes
in the case of the WF in Kyushu, two tensor spline functions (Panels (a,b)) and one univariate spline
function (Panel (c)) were estimated.
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Based on the estimated tensor spline functions presented in Panels (a) and (b), it be-
comes evident that an intricate interplay exists between the variables of wind direction and
wind speed. Furthermore, this interaction exhibits dynamic changes that are contingent
upon the location of the observation point relative to the installation site of WF. It is note-
worthy that the configuration of the payoff function is prone to undergo significant changes
in the presence of high wind speeds, owing to the limited number of samples available for
such cases (For example, outlier data may arise in the context of catastrophic typhoons,
leading to the shutdown of wind turbines. There may be potential for exploring additional
insurance mechanisms, such as compensation for generator emergency shutdowns that are
infrequent in occurrence. However, it should be noted that such considerations are beyond
the scope of this study).

It should be noted that one of the advantages of using nonparametric regression
models such as GAM is not only the incorporation of the nonlinear effects of covariates but
also the ease of interpretation by visualizing the estimated functions [52]. Such a visualiza-
tion helps us understand the structure of payoff functions for derivatives, as multivariate
derivatives may have complex payoffs that need to be specified before executing derivative
contracts. Moreover, the ease of interpretation provides an important factor in building
consensus and ensuring the reliability of the model as well as accuracy in electric utility
practice [53]. In addition, the use of GAM allows us to obtain statistical interpretation as
well, similar to other statistical models, although we have omitted the details for brevity.

3.2. Effect of Lagged and Forward Variables

Now, we demonstrate the out-of-sample results for our hedge simulations. As afore-
mentioned, the out-of-sample hedge simulations were executed by substituting the ob-
served data in the test period into the regression equations and computing the hedge errors
given the estimated smooth functions and coefficients of (2)–(4) using the learning period
of the data. Here we examine the hedge effect using VRR and NMAE mainly based on the
bar graphs shown in Figures 3 and 4. Note that the numerical results are listed in table
formats in Appendix B.

The left and right three sets of bins in Panels (a) and (b) in Figure 3 compare the VRR
in the out-of-sample case with those of the in-sample case when different hedges (i.e., linear
hedging, spline hedging, and tensor hedging) are applied for the cash flows of the wind
farm in Kyushu and Chubu, respectively. The red bins represent the cases in which the
target cash flow is regressed concerning covariates with the same observation period only.
On the other hand, one period of lagged variables are added for the green bins and one
period of forward variables are further added for the blue bins.

When we focus on the same choice of covariates, we see that the hedge performance
measured by VRR improves by taking nonlinear effects into account in the regression
equations, even for the out-of-sample case. Although the hedge model using tensor product
splines (i.e., tensor hedging) can reflect the effect of wind direction and provide the best
hedge performance in Figure 3 among all the cases, it sometimes becomes worse compared
with spline hedging. However, tensor hedging achieves the smallest VRR among all out-of-
sample simulations when lagged and forward variables are added, and the incorporation
of lagged and forward variables almost always improves the out-of-sample VRR. In these
simulations, the smallest VRR for the out-of-sample case was 11.5% for Kyushu and 18.2%
for Chubu, indicating that the variance of the target cash flow was reduced by 88.5% or
81.8% using derivatives with tensor product spline functions.

Note that the in-sample VRR is also plotted as the three sets of bins on the right. In
the case of in-sample simulations, we see the improvement of the VRR concerning the
choice of methods and effect of adding variables more clearly. In addition, although the
out-of-sample VRR for Chubu using tensor hedging achieves a reasonably good value of
18.2%, the performance was degraded compared with the best (in-sample) VRR of 8.30%.
This indicates that there is some room for improvement for out-of-sample hedges, and
further investigation to reduce the gap may be effective.
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(a)—VRR for the WF in Kyushu. Panel (b)—VRR for the WF in Chubu. Panel (c)—NMAE for the WF
in Kyushu. Panel (d)—NMAE for the WF in Chubu.

A similar tendency was observed when NMAE is plotted instead of VRR as shown
in Panels (c) and (d) in Figure 3 where NMAE, which is defined in Section 2.4, provides
a measure of improvement for the hedges in terms of mean absolute errors relative to
unhedged cash flows. In the two simulations for Kyushu and Chubu, the in-sample NMAE
and out-of-sample NMAE are not significantly different, indicating that the performance
degradation is not very noticeable. Note that the residual sum of squares minimized in
the regression problems is closely related to variance minimization; in this sense, VRR
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may be more suitable as a performance measure for hedges in our approach. However, an
evaluation using mean absolute errors or mean squared errors is also worthwhile because
they have often been used to evaluate the out-of-sample performance of recent machine
learning approaches. In the case of out-of-sample simulations using tensor hedging, we see
that the sizes of deviations for the cash flows were reduced by 70% and 61% for Kyushu
and Chubu, respectively.
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Figure 4. Out-of-sample VRR and NMAE vs. in-sample cases with the comparison for the effect of the
incorporation of the WPP or WWC index (see Tables A7 and A8 in Appendix B for the numerical results).
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3.3. Effect of Individual Wind Power Related Covariates

Next, we compare the hedge effects for different combinations of underlying indexes.
Given that the focus of this study pertains to the hedging problem associated with the
combined risks of price and volume, it is imperative to utilize electricity futures, with
the spot electricity price serving as the underlying index, as a prerequisite for mitigating
price risk. Subsequently, it is indispensable to design mixed derivatives that are aimed at
addressing the “volume risk” stemming from the uncertainties in wind power generation
based on a judicious selection of volume-related underlying indexes. In this context, we
examine the effect of volume-related index selection on hedge enhancement and compared
the three distinct cases of incorporating WPP, WCC, or both in mixed derivatives.

Panels (a)–(d) in Figure 4 illustrate the relationship between the hedge effects mea-
sured by VRR and NMAE, respectively, for the WFs in Kyushu (Panels (a) and (c)) and
Chubu (Panels (b) and (d)), where the incorporation of the WPP and/or WCC indexes are
compared. Similar to Figure 3, the three sets of bins on the left denote the out-of-sample
hedge effects with different choices of covariates, whereas the three sets of bins on the
right compare the in-sample hedge effects, in which both lagged and forward variables of
(Dt, Wt, Pt ) are included along with the current observations. The red bins represent cases
where the target cash flow is regressed with the WPP index only, as well as their lagged and
forward variables. On the other hand, the green bins are cases with the WCC index, and
both WPP and WCC indexes are incorporated for the blue bins. Note that the lengths of the
blue bins are the same as those in Figure 3. From these figures, we see that the hedge effects
including WPP vs. WWC indexes are almost even or depend on the hedging methods, but
the incorporation of both WPP and WWC indexes always provides a better VRR or NMAE
for both in-sample and out-of-sample cases. In this sense, we may conclude that derivatives
with WWC indexes largely contribute to the improvement of hedge performance.

Given the estimated smooth functions and coefficients of (2)–(4), which were ob-
tained using the learning period of data, we can compute the predicted values of the
target cash flows in the out-of-sample period by substituting the observed data into the
regression equations. Note that such values do not necessarily provide forecasts from
the past period because they contain explanatory variables that are measured at the same
time as when the target value VtSt is observed. However, plotting the predicted values
with the realized values of VtSt may help us intuitively grasp how hedging is performed
in the out-of-sample period.

Panels (a) and (b) in Figure 5 illustrate the realized versus predicted values of VtSt for
the WFs in Kyushu and Chubu, respectively, during the out-of-sample period. The red lines
denote the predicted values of VtSt, computed by (4) using lagged and forward variables,
whereas the blue lines denote the realized values of VtSt. Note that the difference between
the red and blue lines provides the hedge errors used to compute the out-of-sample VRR
and NMAE in the previous figures. In both cases, the predicted values seem to replicate
the realized values in the upward direction but sometimes overshoot or stay away from
zero, even though the realized values are zero for some periods. This is because power
generation sometimes becomes zero even though the predicted values stay away from
zero, which may be a situation where power generation is controlled to be zero to avoid
an accident under strong wind. In addition, the target values become zero when the
spot electricity price is zero, and this usually occurs when solar generation is large. Both
situations are difficult to predict in advance, but it is important to incorporate the effect of
unexpected zero values of target cash flows because they may lead to a large loss for wind
power generators. This is an interesting topic to explore further in a future work.
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4. Hedging with Longer Horizons

In the previous sections, we have assumed to apply hedges at every hour using
derivatives with the hourly settlement. The advantage of considering hedging with high
frequency is that it enables the hedger to have the flexibility of selecting the time interval
and adjusting the hedge ratio when executing derivative contracts. On the other hand, the
hedger may consider applying hedges for a longer time horizon or less frequently, e.g.,
every day or so. In this section, we introduce a hedging problem with a longer horizon
(i.e., low-granular hedging) to reduce the fluctuation of daily revenues. Then, we make a
comparison with the high-granular hedging developed in the previous sections.

4.1. Daily Hedging Models

Let R̂m be a revenue at day m given by the sum of hourly revenues as

R̂m ≡∑t∈Tm
VtSt, (7)

where Tm stands for a set of 24-hour indexes at day m (e.g., T1 = {1, . . . , 24},
T2 = {25, . . . , 48}, . . .). Similarly, we define the underlying daily indexes related to the
wind speed and area-wide wind power production, Wt and Pt, as

Ŵm ≡
1

24 ∑t∈Tm
Wt, P̂m ≡

1
24 ∑t∈Tm

Pt. (8)

For the daily spot electricity price index, we take the average of 24-hour prices at day m, i.e.,

Ŝm ≡
1
24 ∑t∈Tm

St. (9)

With this notation, we introduce the following hedging problem with respect to the daily
revenue as

min
f̂

Var
[

R̂m − f̂
(
Ŝm, P̂m, Ŵm

)]
s.t. f̂

(
Ŝm, P̂m, Ŵm

)
= 0

(10)

where f̂ is a payoff function of the derivative contract and is optimized under the zero-mean
condition. Based on a similar argument to that of solving (1), the optimization problem in
(10) may be solved by constructing suitable regression equations.
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In this study, we construct the following two regression equations, corresponding to
linear hedging and spline hedging, respectively:

R̂m = β̂
[
Ŵm, P̂m, Ŝm, ŴmŜm, P̂mŜm, 1

]>
+ ε̂m (11)

R̂m = ϕ̂W
(
Ŵm
)
Ŝm + ϕ̂P

(
P̂m
)
Ŝm + ϕ̂Seasonal(Seasonalm)Ŝm + β̂0 + ε̂m (12)

where Seasonalm denotes a yearly repetitive dummy variable to reflect the seasonality of
wind speed in a year, ϕ̂W and ϕ̂P are cubic spline functions, ϕ̂Seasonal is a cyclic spline
function, and ε̂m is a residual. The first equation is a linear regression equation, whereas the
second may be solved as a GAM to minimize the residual sum of squares with a penalty
on smoothness. Then, we obtain linear hedging and spline hedging strategies to solve the
optimal hedging problem for the daily setting defined in (10).

As stated in Section 2.3, the cyclic smoothing basis used in the cyclic spline function
ϕ̂Seasonal in (12) enables us to model a periodic function whose endpoint smoothly con-
nects with the initial point (see [51] for the definitions of tensor product and cyclic spline
functions). Note that the consideration of wind direction is limited to hourly hedging
in this study as it is observed on an hourly basis and poses challenges in defining a
representative daily value. Nevertheless, incorporating the influence of wind direction in
daily hedging could be a potential avenue for future research by exploring its frequency
or other relevant parameters.

The coefficient vector β̂ in (11) is estimated as a linear regression problem, whereas
spline functions ϕ̂W , ϕ̂P, and ϕ̂Seasonal (as well as the intercept β̂0) in (12) are estimated using
the GAM given the observed data in the learning period. Note that once the regression
problems are solved, the optimal linear payoff function and nonlinear payoff function are
given by estimated regression equations in (11) and (12), and the residuals provide (daily)
hedging errors. Because there is no wind direction term for the daily hedges, we only have
two hedging models, but a seasonal trend is incorporated in (12) in the case of daily hedges.

Another way for deriving daily hedging is to apply hourly hedging consecutively
using regression equations in (2)–(4). In this case, the daily hedging errors, denoted by
ε̂

hourly
m , may be computed by the sum of hourly hedging errors, i.e.,

ε̂
hourly
m ≡∑t∈Tm

εt. (13)

where εt is an hourly hedging error when the optimal hedging is performed hourly.
To estimate the daily hedge performance in the out-of-sample case, we compute the

VRR and NMAE given as follows, similar to that of the hourly hedges defined in Section 2.4:

ˆVRRout :=
Var

[
ε̂out

m
]

Var
[
R̂m
] , ˆNMAEout :=

|ε̂out
m |∣∣∣R̂m − R̂m

∣∣∣ , (14)

where ε̂out
m denotes the daily hedge errors in the test period and is replaced by ε̂

hourly
m when

hourly hedging is applied consecutively to estimate the daily hedge errors.

4.2. Empirical Performance of Daily Hedges

We estimate the optimal regression functions and other required parameters in (11)
and (12) using the data in the learning period and apply daily hedging for the out-of-sample
data in the test period to evaluate the out-of-sample hedge performance. Similarly, we
apply hourly hedging based on the regression Equations (2)–(4) and measure daily hedging
errors in the out-of-sample test period. We use the same set of data described in Section 2.5
but consider extending the learning period by sliding the one-year window for the test
period as follows (see Appendix A for descriptive statistics of variables):
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Period (1) Learning period: 1 October 2019 to 30 September 2020 (Number of daily
observations: 366). Test period: 1 October 2020 to 30 September 2021 (Number of daily
observations: 365). Kyushu and Chubu.

Period (2) Learning period: 1 October 2019 to 31 March 2021. (Number of daily obser-
vations: 548). Test period: 1 April 2021 to 31 March 2022 (Number of daily observations:
365). Kyushu and Chubu.

Period (3) Learning period: 1 October 2019 to 30 September 2021. (Number of daily
observations: 731). Test period: 1 October 2021 to 30 September 2022 (Number of daily
observations: 365). Kyushu only.

Noting that the data period of the wind farm in Chubu is only until 31 March 2022
(because a portion of the wind farm was separated from the balancing group after 31 March
2022), we performed the empirical test using data in Periods (1)–(3) for the wind farm in
Kyushu and in Periods (1) and (2) for the wind farm in Chubu. We examine the hedge
effect using VRR and NMAE mainly based on the bar graphs shown in Figures 6 and 7 in
this section. Note that the numerical results are listed in table format in Appendix B.

Panels (a), (c), and (e) in Figure 6 illustrate the relationship between the hedge effects
estimated by VRR for the out-of-sample periods in Periods (1), (2), and (3), respectively,
whereas Panels (b), (d), and (f) illustrate those by NMAE in the corresponding periods.
The cyan and magenta bins are estimated by applying (11) and (12), respectively, for the
daily observation data, which are labeled as “Linear (Daily)” and “Spline (Daily)”. On the
other hand, the rest of the bins are estimated using hourly hedges based on (2)–(4) and
are labeled as “Linear (Hourly)”, “Spline (Hourly)”, and “Tensor (Hourly)” on the x-axis,
where the three sets of bins compare the VRR and NMAE while incorporating lagged (and
forward) variables in addition to current observations as in Figure 3.

At first, we see that nonlinear hedging using the GAM (12) always provided a better
hedge performance in terms of both VRR and NMAE than linear hedging using linear
regression (11) for all periods. Second, when the rest of the three hedging models are
compared, both VRR and NMAE obtained via tensor hedging, i.e., the ones labeled as
“Tensor (Hourly)”, demonstrated a tendency to outperform those obtained through the
utilization of linear and spline hedging techniques, labeled as “Linear (Hourly)” and
“Spline (Hourly)”, respectively; this agrees with the aforementioned results in Section 3
for the hourly hedges. In addition, the effect of lagged and forward variables was not
significant for the improvement of VRR and NMAE. Third, if the linear hedging using daily
data is compared with the linear hedging using hourly data, the hedge performance tended
to be improved when using hourly data or provided no significant difference between the
two. A similar tendency was observed for nonlinear hedging, where VRR and NMAE
obtained from hedging with hourly data were at least as good as those from hedging
with daily data or improved when the hedges with tensor spline functions, i.e., “Tensor
(Hourly)”, were applied.

Panels (a)–(d) in Figure 7 provide the results for the wind farm in Chubu when using
the data in Periods (1) and (2). Note that there exist certain cases wherein nonlinear hedging
does not necessarily exhibit superior performance to linear hedging in Period (2). However,
hedging with hourly data showed a better performance at least for “Spline (Hourly)” and
“Tensor (Hourly)” compared with both linear and nonlinear hedging using daily data.

In conclusion, our empirical analysis in this section reveals that hedging with the
high-granular (hourly) formulation generally provides a better hedge effect than that with
the low-granular (daily) formulation and has the advantage of improving the hedge effect.
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September 2022.
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5. Discussion and Concluding Remarks

In this study, we developed a quantitative strategy for controlling cash flow fluctua-
tions for wind power producers using mixed derivatives on wind indexes and electricity
prices. We adopted a flexible approach that optimally synthesizes the payoff function
by applying nonparametric regression techniques to reflect the individual wind power
generation with fine granularity. An empirical back test was conducted to illustrate our
proposed hedging strategy. The out-of-sample simulation results demonstrated that the
incorporation of both wind power production and wind weather condition indexes always
improved VRR and NMAE, enhancing the value of our high-resolution weather derivatives
and the effectiveness of the hedging strategy with mixed derivatives. We also compared the
hedge performance between high-granular (hourly) and low-granular (daily) formulations
and showed the advantages of utilizing a high-granular hedging formulation for improving
the hedge effect.
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In addition, the new modeling method using a bivariate tensor product spline function
consisting of a wind direction trend with periodicity constraints and a wind speed trend
provides a novel perspective in the context of wind power forecasting models, which has
attracted much attention in recent years. In wind power forecasting, controlling noise effects
and performing a robust model estimation of nonlinear components has been challenging,
and various methods have been proposed [54]. Our approach provides a suggestion for
this challenge as well.

Finally, we provide supplementary deliberations, encompassing prospective observations.
In the design and trading of derivatives that exhibit high granularity in both temporal

and spatial dimensions, it is noteworthy to acknowledge that transaction costs must be
taken into account when implementing them in practice. However, the derivatives pro-
posed in this study do not entail payment procedures at the time of contracting and can be
calculated relatively easily based solely on historical generation, prices, and weather data,
thereby mitigating potential concerns regarding transaction costs. In fact, with the advent
of digitalized platforms that support automatic calculations and contracts, the transaction
costs are expected to be minimal. While the practical application of such a trading scheme
may necessitate further consideration, the rapid advancement of cutting-edge information
technology in recent years is anticipated to facilitate the efficient trading of derivatives.

In the policy context of transitioning from FIT to FIP, the significance of price risk
hedging is expected to be further accentuated. Furthermore, considering the evolutionary
trajectory of the market development, characterized by the advancement of various financial
instruments and the changing landscape of decentralized wind power deployment across
diverse regions, the issues addressed in this study, namely the need for a sophisticated
approach to concurrently manage wind power price and volume risk, as well as the
development of such enabling trading environments, are projected to become progressively
indispensable in practice. Additionally, with the growing prevalence of variable renewable
energy sources, the demand for diversified risk management methods in the electricity
market is anticipated to escalate.

As power generators transition towards decentralization, such as local wind and solar
power generation, employing finely grained weather indexes may prove to be a more
effective strategy for hedging against risks through the utilization of derivative instruments.
Considering this situation, the fundamental concepts presented in this study regarding the
integration of mixed derivatives that account for both localized and regional indexes, along
with the associated technical modeling approaches, are expected to be further developed
and investigated, including their applicability to other domains within the power sector.
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Nomenclature

V The power output of a WF
S Spot electricity price
W Wind speed
D Wind direction
P Area-wide wind power generation
WPP Wind power generation indexes
WCC Wind weather condition indexes
ε Hedging errors
ϕ(·) Cubic spline function
te(·) Bivariate tensor product spline function
β Coefficient vector
VRR Variance reduction rates
NMAE Normalized mean absolute errors
Note: The subscripts t and m are omitted in the above list, where t and m stand for hour and day,
respectively. Moreover, variables, functions, and indexes for date granularity data are denoted with a
hat in the text.

Appendix A Descriptive Statistics of Variables for Hourly Hedging

In this appendix, we demonstrate the descriptive statistics of variables used for the
hourly and daily hedging performed in Sections 3 and 4. Tables A1 and A2 show the
descriptive statistics of the hourly data in Kyushu and Chubu, respectively, for the learning
and test periods, whereas Tables A3 and A4 displays those of the daily data in Kyushu and
Chubu, respectively. Note that, for daily data, only the case of Period (1) is shown.

Table A1. Descriptive statistics of hourly data in Kyushu for learning and test periods.

WF Generation
[kWh]

Spot Price
[JPY/kWh]

Cash Flow
[JPY]

WPP Index
[MWh] W1 [m/s] W2 [m/s]

Learning period
Mean 544 5.63 3.21× 103 78.2 2.93 3.94

SD 626 3.81 4.62× 103 74.3 1.88 2.43
Min 0.00 0.01 0.00 0.00 0.00 0.00
Max 1.89× 103 50.2 8.84× 104 361 19.7 28.8

Test period
Mean 650 22.7 2.06× 104 80.8 1.81 2.33

SD 567 11.8 7.42× 103 90.9 2.87 4.00
Min 0.00 0.01 0 0 0 0
Max 1.89× 103 235 2.90× 105 370 12.5 16.8

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021. WF
generation: power generation of WF in Kyushu [kWh]; spot price: area price in Kyushu (hourly average) [JPY];
cash flow: cash flow of WF [JPY]; WPP index: area-wide wind power generation data in Kyushu [MWh]; W1,W2:
wind speeds observed at two meteorological weather stations near the WF [m/s].
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Table A2. Descriptive statistics of hourly data in Chubu for learning and test periods.

WF Generation
[kWh]

Spot Price
[JPY/kWh]

Cash Flow
[JPY]

WPP Index
[MWh]

W1
[m/s]

W2
[m/s]

W3
[m/s]

W4
[m/s]

Learning period
Mean 1.46× 104 6.03 9.28× 104 59.3 1.42 2.58 1.53 2.27

SD 1.51× 104 3.82 1.20× 105 52.8 1.15 1.70 1.20 1.78
Min 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
Max 4.59× 104 50.2 1.79× 106 237 11.3 12.6 9.90 12.3

Test period
Mean 1.33× 104 12.3 1.92× 105 63.3 1.32 2.54 1.49 2.13

SD 1.31× 104 22.4 5.58× 105 57.4 1.06 1.72 1.20 1.69
Min 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
Max 4.31× 104 235 8.55× 106 239 7.80 11.2 9.30 9.90

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021. WF
generation: power generation of WF in Chubu [kWh]; spot price: area price in Kyushu (hourly average) [JPY];
cash flow: cash flow of WF [JPY]; WPP index: area-wide wind power generation data in Kyushu [MWh]; W1–W4:
wind speeds observed at four meteorological weather stations near the WF [m/s].

Table A3. Descriptive statistics of daily data in Kyushu for learning and test periods.

WF Generation
[kWh]

Spot Price
[JPY/kWh]

Cash Flow
[JPY]

WPP Index
[MWh] W1 [m/s] W2 [m/s]

Learning period
Mean 1.31× 104 5.63 7.71× 104 78.2 2.93 3.94

SD 1.18× 104 2.18 8.05× 104 62.1 1.33 1.76
Min 0.00 2.10 0.00 0.792 1.07 1.42
Max 4.46× 104 17.2 5.65× 105 302 11.2 12.3

Test period
Mean 1.36× 104 11.8 1.78× 105 90.9 2.87 4.00

SD 1.28× 104 19.8 4.02× 105 70.0 1.31 1.77
Min 0.00 3.06 0.00 1.04 0.992 1.13
Max 4.52× 104 140 3.51× 106 305 7.55 11.0

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021. WF
generation: total daily power generation of WF in Kyushu [kWh]; spot price: area price in Kyushu (daily average)
[JPY]; cash flow: total daily cash flow of WF [JPY]; WPP index: area-wide wind power generation data in Kyushu
(daily average) [MWh]; W1,W2: wind speeds observed at two meteorological weather stations near the WF (daily
average) [m/s].

Table A4. Descriptive statistics of daily data in Chubu for learning and test periods.

WF Generation
[kWh]

Spot Price
[JPY/kWh]

Cash Flow
[JPY]

WPP Index
[MWh]

W1
[m/s]

W2
[m/s]

W3
[m/s]

W4
[m/s]

Learning period
Mean 3.50× 105 6.03 2.23× 106 59.3 1.42 2.58 1.53 2.27

SD 2.79× 105 2.36 2.15× 106 44.6 0.810 1.15 0.679 1.18
Min 0.00 2.10 0.00 2.29 0.367 0.971 0.429 0.671
Max 1.07× 106 17.4 1.29× 107 196 5.35 8.01 4.11 6.43

Test period
Mean 3.19× 105 12.3 4.61× 106 63.3 1.32 2.54 1.49 2.13

SD 2.38× 105 19.3 1.03× 107 50.3 0.705 1.15 0.698 1.08
Min 4.90× 103 3.07 4.03× 104 1.04 0.279 1.01 0.458 0.504
Max 9.97× 105 132 9.83× 107 206 3.85 7.30 4.19 6.23

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021. WF
generation: total daily power generation of the WF in Chubu [kWh]; spot price: area price Chubu (daily average)
[JPY]; cash flow: total daily cash flow of WF [JPY]; WPP index: area-wide wind power generation data in Kyushu
(daily average) [MWh]; W1–W4: wind speeds observed at four meteorological weather stations near WF (daily
average) [m/s].



Energies 2023, 16, 3809 23 of 26

Appendix B Numerical Results for VRR and NMAE

In Sections 3 and 4, we conducted a comprehensive analysis of the hedge effect of our
proposed methodologies, employing VRR and NMAE as the primary evaluation metrics,
predominantly based on the analysis of bar graphs from Figures 3, 4, 6 and 7. In this
appendix, we arrange the numerical results in tabular formats to present their actual values
in Tables A5–A10 below.

Table A5. Out-of-sample VRR and NMAE vs. in-sample cases with the comparison for the effect of
lagged and forward variables (Kyushu; see bar graphs in Figure 3).

VRR
(Current only)

VRR
(+Lag)

VRR
(+Forward)

NMAE
(Current only)

NMAE
(+Lag)

NMAE
(+Forward)

In-sample
Linear 11.5% 11.4% 9.7% 32.8% 32.8% 31.2%
Spline 10.9% 10.6% 8.9% 33.1% 33.4% 31.8%
Tensor 9.4% 8.9% 7.0% 29.9% 30.3% 27.9%

Out-of-sample
Linear 21.2% 20.1% 19.4% 42.1% 41.3% 40.1%
Spline 14.9% 15.0% 13.6% 35.9% 35.9% 34.4%
Tensor 12.5% 13.1% 11.4% 32.1% 32.1% 30.2%

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021.

Table A6. Out-of-sample VRR and NMAE vs. in-sample cases with the comparison for the effect of
lagged and forward variables (Chubu; see bar graphs in Figure 3).

VRR
(Current only)

VRR
(+Lag)

VRR
(+Forward)

NMAE
(Current only)

NMAE
(+Lag)

NMAE
(+Forward)

In-sample
Linear 18.3% 17.2% 16.6% 42.7% 42.1% 41.7%
Spline 16.9% 15.9% 14.8% 41.3% 41.3% 41.2%
Tensor 13.4% 10.7% 8.3% 40.6% 40.4% 39.0%

Out-of-sample
Linear 22.9% 21.9% 22.6% 45.8% 45.0% 45.5%
Spline 19.6% 19.3% 19.1% 42.7% 42.2% 42.2%
Tensor 22.0% 20.8% 19.3% 42.5% 42.0% 40.9%

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021.

Table A7. Out-of-sample VRR and NMAE vs. in-sample cases with the comparison for the effect of
the incorporation of the WPP or WWC index (Kyushu; see bar graphs in Figure 4).

VRR
(w/WPP)

VRR
(w/WWC)

VRR
(w/WPP and WWC)

NMAE
(w/WPP)

NMAE
(w/WWC)

NMAE
(w/WPP and WWC)

In-sample
Linear 17.9% 14.5% 9.7% 42.6% 35.8% 31.2%
Spline 15.7% 14.5% 8.9% 42.9% 35.9% 31.8%
Tensor 15.7% 10.4% 7.1% 42.9% 30.8% 28.0%

Out-of-sample
Linear 22.2% 51.2% 19.4% 45.9% 55.9% 40.1%
Spline 19.5% 24.4% 13.6% 44.3% 42.8% 34.4%
Tensor 19.5% 18.3% 11.5% 44.3% 35.5% 30.3%

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021.
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Table A8. Out-of-sample VRR and NMAE vs. in-sample cases with the comparison for the effect of
the incorporation of the WPP or WWC index (Chubu; see bar graphs Figure 4).

VRR
(w/WPP)

VRR
(w/WWC)

VRR
(w/WPP and WWC)

NMAE
(w/WPP)

NMAE
(w/WWC)

NMAE
(w/WPP and WWC)

In-sample
Linear 22.8% 24.2% 16.6% 46.0% 50.4% 41.7%
Spline 21.1% 22.3% 14.8% 43.0% 49.4% 41.2%
Tensor 21.1% 12.3% 8.3% 43.0% 46.5% 39.2%

Out-of-sample
Linear 28.7% 30.6% 22.6% 51.3% 51.9% 45.5%
Spline 24.2% 29.3% 19.1% 47.1% 50.4% 42.2%
Tensor 24.2% 23.3% 18.2% 47.1% 43.5% 39.8%

Learning period: 1 October 2019 to 30 September 2020; test period: 1 October 2020 to 30 September 2021.

Table A9. Comparison of daily hedges with hourly hedges (Kyushu; see bar graphs in Figure 6).

VRR
(Current only)

VRR
(+Lag)

VRR
(+Forward)

NMAE
(Current only)

NMAE
(+Lag)

NMAE
(+Forward)

Period (1)
Linear (Hourly) 6.1% 5.8% 5.6% 28.1% 27.3% 26.7%
Spline (Hourly) 7.3% 7.5% 7.2% 25.8% 25.8% 25.0%
Tensor (Hourly) 4.9% 5.0% 4.5% 21.1% 20.9% 19.7%

Period (2)
Linear (Hourly) 13.7% 13.6% 14.1% 32.9% 33.1% 33.1%
Spline (Hourly) 12.2% 12.5% 12.3% 29.6% 30.2% 29.7%
Tensor (Hourly) 11.1% 11.4% 10.1% 27.7% 27.8% 27.2%

Period (3)
Linear (Hourly) 20.4% 20.3% 21.0% 37.8% 38.1% 38.5%
Spline (Hourly) 18.4% 19.0% 18.8% 35.2% 36.0% 36.0%
Tensor (Hourly) 16.5% 15.8% 15.7% 32.0% 31.8% 31.8%

VRR
Period (1)

NMAE
Period (1)

VRR
Period (2)

NMAE
Period (2)

VRR
Period (3)

NMAE
Period (3)

Linear (Daily) 5.7% 26.5% 17.3% 35.5% 23.8% 39.9%
Spline (Daily) 4.4% 21.3% 14.9% 33.3% 18.5% 35.0%

Table A10. Comparison of daily hedges with hourly hedges (Chubu; see bar graphs in Figure 7).

VRR
(Current only)

VRR
(+Lag)

VRR
(+Forward)

NMAE
(Current only)

NMAE
(+Lag)

NMAE
(+Forward)

Period (1)
Linear (Hourly) 9.4% 8.0% 8.1% 28.5% 27.4% 27.1%
Spline (Hourly) 5.6% 5.5% 5.0% 24.8% 24.5% 23.7%
Tensor (Hourly) 8.2% 8.1% 7.3% 25.2% 25.1% 24.0%

Period (2)
Linear (Hourly) 15.1% 15.3% 15.3% 37.5% 37.4% 37.0%
Spline (Hourly) 11.8% 12.2% 12.4% 31.1% 31.2% 31.3%
Tensor (Hourly) 10.6% 11.9% 12.4% 30.0% 32.0% 32.1%

VRR
Period (1)

NMAE
Period (1)

VRR
Period (2)

NMAE
Period (2)

Linear (Daily) 34.4% 41.2% 14.1% 35.2%
Spline (Daily) 12.7% 28.7% 21.3% 42.1%
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