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Abstract: Multiple Automated Guided Vehicles promise to be an effective solution for executing
tasks such as material transportation and inspection in industrial parks. In particular, system stability
is the key to maintaining connectivity among multiple agents. In this paper, we build the stability
model of multi-agent system (MAS) under the background of swarm robots transporting materials in
an industrial park, and propose a network topology optimization method to improve the stability
of MAS. In concrete, we first analyze the effect of channel environment on network topology, and
the communication delay is analyzed. Then considering the communication delay and artificial
potential field, we establish the stability analysis model of MAS and obtain the stability condition
of the MAS by using Lyapunov correlation theorem. Finally, we formulate the network topology
optimization problem of MAS by maximizing the second smallest eigenvalue of the Laplacian and
get the optimal solutions. Analysis and simulation results show the effectiveness of the proposed
model and algorithm.

Keywords: industrial parks; MAS; system stability; network topology

1. Introduction

The industrial Internet is an important driving force for the intelligent transformation
of the global industrial system and an important cornerstone for the deployment and
implementation of intelligent manufacturing. In recent years, multi-agent system (MAS) has
attracted extensive attention. With the continuous development of multi-agent technology,
multi-agent system has been particularly applied in military, industrial and other fields. In
industry, logistics play a crucial role in economic growth. However, the logistics industry
is still facing the problem of high cost and low efficiency. The development of intelligent
logistics brings opportunities to solve these problems. The traditional warehousing and
logistics system use a lot of manpower to carry, load and unload materials. This results in
low overall work efficiency and poor consistency. Industrial Internet integrates industrial
system, Internet, sensing technology and edge computing to reconstruct the industrial
system and improve the working efficiency of industrial parks. In the 5G industrial Internet
scenario, Automated guided vehicle (AGV) plays an increasingly important role in logistics.
AGV can reduce the complications that come with manual handling and improve the
efficiency of material transportation in the entire industrial park. When a single AGV
executes a task, the execution efficiency of the task is affected due to the constraints of its
own hardware conditions. If the task assignment information is sent to each AGV, resources
are also wasted. Therefore, multi-agent formation should be introduced to complete the
task cooperatively.

In the industrial park system based on swarm robots, AGVs are divided into clusters.
A cluster of AGVs completes a set of customer orders together, and each order contains
several items. In multi-AGV transportation, tasks should first be assigned to the leader of
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each cluster, and then the AGVs of each cluster should guarantee the completion of the
task without collision and stably. In this process, because clusters need to be uninstalled
cooperatively, this paper also considers the information interaction between multiple
clusters. When other clusters have information (such as computing resources and decision
information) needed by the current cluster for edge computing, connections are established
between clusters and information is transmitted, which facilitates the calculation and
uninstallation planning and other tasks.

The core idea of MAS is to divide and conquer. We hope to decompose a complex
dynamic system into relatively independent subsystems and accomplish complex tasks
through the cooperation between subsystems. MAS needs to realize the organic linkage
of different production links, and each agent has different resources and design technical
indexes. In addition, the cooperation of multiple agents needs to ensure the connectivity
of the intra-cluster AD hoc network. Stability is also an important factor to maintain the
connectivity between agents in a cluster. Therefore, the research of multi-agent mainly
focuses on the cooperation between multi-agents and the stability of the whole network. In
addition, considering the complexity of the industrial environment, obstacle avoidance is
also essential for AGVs to complete tasks [1]. This paper studies the stability of MAS under
the background of swarm robots transporting materials in an industrial park, and proposes
a stability analysis model and a topology optimization method to improve the stability of
MAS. In concrete, the contributions of this paper are as follows:

• We establish a network topology analysis model for the stability of MAS, which
considers the characteristics of wireless communication, including channel fading,
antenna transmit power and networking mode. Based on these factors, the adjacency
matrix representing the inter-AGVs network and the connectivity between the leader
and the base station is defined. In addition, the communication delay in the whole
control process is considered more comprehensively. We design the control flow, and
verify the influence of the channel environment on network topology and system
performance.

• The stability analysis model of the multi-agent cooperative system is established.
Based on the background of material transport and processing in industrial parks with
swarm robots, AGV groups with the same task are defined as a cluster, and information
interaction between clusters is carried out through MEC. While controlling the relative
distance of AGVs in the cluster, we also introduce artificial potential field function
to plan the potential field relationship between each node, and obtain the dynamic
equation of AGVs. Thus, we can obtain the stability analysis model within the cluster.
Then the stability conditions are derived by the Lyapunov correlation theorem and
verified by simulation.

• Finally, since the second smallest eigenvalue of the Laplacian matrix of the formation
topology adjacency matrix is an important index affecting the control stability of the
system, the topology optimization is carried out by maximizing the second smallest
eigenvalue of the Laplacian operator. Then, the optimal topology including AGVs and
MEC in the industrial Internet environment is obtained by combining the scenario
and channel environment.

2. Related Works

Nowadays, with the booming development of industrial Internet and MAS, there are
many researches on cooperative control of MAS [1–12]. In [2], the consistency of second-
order heterogeneous MAS is investigated, and the consistency of position information
and velocity information is comprehensively considered. The heterogeneous system is
composed of linear and nonlinear second-order agents, among which the nonlinear agents
have different structures. In addition, the coupling phenomenon exists widely in the real
world. For example, the coupling phenomenon of nodes in complex networks is introduced
in [3], and the coupling function among nodes in these networks is usually nonlinear.
The coupling phenomenon also exists in MAS, which makes the system more consistent
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with the real world. The delay in MAS is mainly divided into communication delay [3]
and input delay [4]. The communication delay is related to the information exchange
among agents, and the input delay is mainly related to the performance of agents in
processing information. The main analysis methods of multi-agent time-delay systems are
the frequency domain method and the Lyapunov function method [4]. Above researches do
not consider adaptive coupled MAS. In practice, MAS with internal coupling and external
adaptive coupling is more practical. There are also some studies considering adaptive
topology. Finite-time and fixed-time protocols are proposed in [5] to solve the consensus
problem in multi-agent systems with time-varying directed topologies. In [6], time-varying
formation control of fractional-order MASs with general linear dynamics is studied under
fixed and switched directed interaction topologies. A distributed control protocol based on
observer is proposed to realize time varying formation control.

Multi-agent group cooperative motion control first assumes the motion model of
each agent in the group, and then designs the corresponding control strategy according
to the individual motion model. In a control strategy, the behavior of each agent needs
to react according to its neighbors. Although the actual movement state of each agent
is not preset, the collective intelligent behavior of cooperative movement will emerge.
In addition, if the agent encounters obstacles or other agents that do not belong to the
same subsystem in the process of movement, the original control strategy cannot meet the
stability requirements of the system, which requires the introduction of a control model
with an obstacle avoidance function. It is pointed out in [1] that a group is composed of an
indefinite number of individuals, and the relative motion among individuals in the group
and the macro motion of the whole group in the external environment are derived from the
attractive and repulsive forces in the existing “potential field”. The potential field can be a
real physical repulsive or attractive force, or it can be an artificial potential energy function
set by mathematics. Different choices of artificial potential energy function can reflect the
diversity of clustering behavior.

The obstacle avoidance function of MAS based on artificial potential field is also a hot
topic [7–9]. In [7], two main spatial constraints are defined mathematically: boundary and
barrier, and unifies them into a general expression of artificial potential function. In [8],
a formation control method of virtual leader integrated with the artificial potential field
was adopted, and a distributed second-order consistency control method based on virtual
leader was adopted to realize the formation function of multi-UAV system according to a
certain formation, and the function of all UAVs in the system tracking the virtual navigator
in formation. In [9], the efficient perception and obstacle avoidance of multi-UAV systems
in the context of aerospace industry has been studied. However, the influence of delay
on MAS control is not considered in the above papers. In terms of delay, the influence
of network delay is considered in [10] and a network-based leader-follower consensus
protocol with a heterogeneous gain matrix for each follower agent is proposed. However,
obstacles are not considered in this paper.

At present, there are few research works on the optimization of MAS communication
topologies using control theory. In [11], Hao explores the influence of channel fading
on control from the perspective of communication, and analyzes the classical control
theory used in traditional formation from the perspective of communication topologies.
In addition, a unified optimization framework is proposed in [12]. At the same time,
the weight of the primary communication graph edge is reduced to optimize the network
topology and ensure the consistency and adjustable convergence rate of the uncertain multi-
agent system. However, these papers did not consider the influence of delay on control.

It is seen from the existing research works that although the formation control and
obstacle avoidance control are classical control, the two aspects of research in the field of
control has been gradually mature, but for multi-agent, especially the AGV fleet commu-
nication topology is less. Seldom research considers formation and obstacle avoidance of
refining time delay that exist in the system at the same time. The influence of topology on
system stability is also not considered.Aiming at the above problems, we study the stability
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of MAS under the background of swarm robots transporting materials in an industrial park,
and proposes a stability analysis model and a topology optimization method to improve
the stability of MAS.

3. System Models

In this paper, we consider the scenario of multiple AGVs cooperatively delivering
tasks in the industrial Internet, as shown in Figure 1, which is divided into the device layer,
the edge layer and the cloud layer. In the device layer, it is assumed that AGVs are divided
into several clusters to complete the material delivery task cooperatively. Each cluster has a
cluster head, and the cluster head can carry out information interaction between the two
clusters to complete resource allocation cooperatively. The AGVs in the cluster interact
with each other to make a formation. The leader moves towards the target point and then
pulls other AGVs to move.

The edge layer consists of several edge nodes, each of which includes 5G base station,
MEC, etc. Each edge node manages a portion of the region. Each edge node is only
responsible for the management of obstacle information and real-time control of agv in its
own area. The control commands issued by the edge nodes enable AGVs to avoid obstacles
in real-time.

The cloud layer is responsible for providing the operation interface for operators,
sending tasks and instructions to edge nodes, and then assigning tasks to all leaders.
According to the tasks given by the cloud service layer, the AGVs carry out automatic
identification and transfer, and pull leaders by setting target points. After reaching the
target point, the operator completes the material registration and picks up the material.
Then, according to the instructions of the cloud layer, the AGVs choose to continue the
delivery or wait in the designated area.

                            

                            

                            

Leader

Follower

Obstacle

5G base station

Target point of cluster 1

Cluster 1

Cluster 2

MEC Server

Cluster 4

Cluster 3

Target point of cluster 2

Target point of cluster 3

5G base station

5G base station
MEC Server

MEC Server

Figure 1. The structure of the industrial park. The scenario is divided into three layers: the cloud
layer, the edge layer, and the device layer. The cloud layer is mainly responsible for assigning tasks
and setting target points. The AGVs in the device layer are connected adaptively by Wi-Fi. They
are grouped and travel to the target point to complete the transport task, during which they need to
avoid obstacles. The leader of each cluster is connected to the edge layer device using 5G.

In this paper, Wi-Fi Mesh network is assumed to be used for communication between
AGVs in the cluster. Leaders are connected to servers in the edge layer through 5G. Before
each cluster starts executing tasks, the leader is selected in the cloud layer. The AGV with
the best performance such as integrated communication computing capacity and battery
capacity is selected as the leader. The voting and leader selection is one of the core parts
in MASs, but this is not the focus of this paper. Therefore, we only describe it briefly. The
leader uses his own camera to determine the location of obstacles in his surroundings.
AGVs with better communication quality (that is, the communication signal-to-noise
ratio is greater than a certain threshold) among all the AGVs within the communication
range are selected to establish connections. If the SNR between the two AGVs is too low
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due to various reasons during the movement, the connection will be disconnected. If
the probability of SNR greater than a certain value in the driving process of two AGVs
without communication is higher than a certain threshold, a connection will be established
between the two AGVs. Compared with the centralized communication architecture, this
communication mode reduces the excessive requirements on the communication ability of
leaders, and makes the communication topology not fixed but adjustable. In addition, all
AGVs need to sense the surrounding environment, keep a safe distance from other AGVs
and obstacles, and keep a safe distance from other communicating AGVs. Therefore, it is
necessary to preset the ideal distance between each AGV and the leader and set the artificial
potential field function. In this scenario, formation control and obstacle avoidance control
are considered for the stability of the system.

3.1. Connectivity Topology Model of Multi-AGV Communication Network

The primary problem of cluster control for agents in industrial parks is to establish a
proper communication network for interactive transmission of information in MASs. In this
paper, we consider clustering all AGVs in the workshop according to task requirements,
and AGVs in each cluster can establish self-organizing communication networks to achieve
efficient data transmission and information interaction.

In the scenario envisaged in this paper, the AGV in an industrial park is divided into
several clusters according to task requirements, and we first consider cluster i. Assuming
that there are N agents in the cluster. The AGV with the strongest ability is selected as the
leader and denoted as the Nth agent by comprehensive communication and computing
capability and battery capacity. Their weighted graph is denoted by W = {V, E, A},where
V represents the AGVs node, E represents the edge between adjacent AGVs, and A rep-
resents the adjacency matrix composed of AGVs in the cluster. The Laplace matrix is
denoted by ∆ = De − A, De is the degree matrix. Considering that in practice, nodes
need to frequently exchange position information and control signals, data transmission
needs to meet the requirements of reliable data transmission, and the adjacency matrix
is improved to the communication quality matrix [11]. Where, elements represent the
connectivity between two nodes, that is, the probability of successful communication, so
as to reflect the characteristics of the channel environment where the two nodes reside:
aij = pij

γ(Γij(t) > γ) = e−(σ
2γ(dij)

n)/(Ga
ijPij). Where dij represents the distance between two

AGVs, The average power of the noise in the wireless channel is σ2, and the AGVs carries a
directed antenna with gain Ga

ij, so that the nodes have different gains in the direction of
other nodes. There are controllable transmit power Pij in different directions. n represents
the path loss index, which increases with the increase of obstacles. The value ranges from
2 to 6. If it is 2, it represents the free space environment. When the gain of the fading

channel is Gij(t), the SNR between node j and node i can be expressed as: Γij(t) =
PijGij(t)

σ2 ,

where Gij(t) =
Ga

ij|hij|n

(dij)
n . Sufficient SNR is required for data transmission. Assuming that

the probability of SNR greater than γ is greater than a certain threshold pth, two agents
can communicate successfully. hij is a Gaussian process with zero mean and unit variance.
Thus can calculate the agent i and the probability of successful communication is between

agent j: pij
γ

(
Γij(t) > γ

)
= exp(− σ2γ(dij)

n

Ga
ijPij

). Then aij(t) = 1 if pij
γ

(
Γij(t) > γ

)
≥ pth. Oth-

erwise, aij(t) = 0. If the value is greater than a certain threshold, agent i and agent j are
connected, which represents the topological switch. In addition, this paper adopts two-way
communication, that is, aij(t) = aji(t).

Since the leader needs to collect the location information of obstacles and transmit this
information to the MEC of the edge layer for calculation to generate control instructions
and then send them to AGVs, the uplink rate of data transmission of the leader needs to
be considered. We use Shannon’s formula [13] to calculate the channel capacity between

the leader of the ith cluster and the kth base station: Caik = Wklog2(1 +
PiGa

i d−n
ik

n0Wk
), where Wk

represents the kth the bandwidth of the base station, Pi represents the transmitted power of
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the leader of the ith cluster, Ga
i represents the antenna gain of the leader of the ith cluster,

and dik represents the distance from the leader of the ith cluster to the kth base station. By
calculating the transmission rate between the leader and the base station, we can determine
which base station to connect with through 5G. In this paper, we choose to connect to
the base stations with higher average transmission rates over a short period of time. In
the network-based control scenario, the transmission between agents occurs only at each
sampling time, that is, only at time tk, and then the topology remains unchanged until the
next sampling starts.

3.2. Delay Analysis of MAS within a Cluster

In this paper, the controller inside the leader of each cluster is considered as the
controller of all AGVs in this cluster. Different from the scenario in [10], we consider that
the AGV transmits signal to the MEC, and then the MEC transmits the control signal to the
controller in the leader. Finally, the leader transmits the signal to the actuator of each AGV.
The control process structure of the multi-AGVs cooperative system is shown in Figure 2.
Each agent operates remotely through the communication network, resulting in network
delay in information transmission, including:

• The AGV sends information to neighboring nodes through the sampler, and then to
the MEC through the leader. After receiving the data packet, the neighbor nodes also
transmit their location information from their own samplers to the leader through
Wi-Fi, and then transmits it to the MEC through 5G for calculation. So, it is necessary
to queue, MEC again after the calculation and then send the control signals to the
leader. There is a queuing delay in MEC during this process.

• The latency in the process of MEC transmitting the calculated control signals to the
leader controller through 5G network.

• The leader’s controller also needs to transmit the control signals to the internal actua-
tors of AGVs through Wi-Fi, and this process also contains time delay.

AGV iAGV i

MECMEC

Controller inside 

the leader

Controller inside 

the leader
Sampler  iSampler  i Actuator iActuator i

         Adjacent AGV j         Adjacent AGV j

Sampler  jSampler  j Actuator jActuator j

         Adjacent AGV n         Adjacent AGV n

Sampler nSampler n Actuator nActuator n

5G 

network

Sampling signal

Wi-Fi

Control signal

ca

ik
cc

ik

sc

ik

节点动态拓扑

系统通信流程

协同稳定性

时延分析 人工势场函数设计

节点动力学方程

李雅普诺夫泛函

稳定性条件

协同稳定性

时延分析 人工势场函数设计

节点动力学方程

李雅普诺夫泛函

稳定性条件

系统模型

稳定性条件

约束条件：队形稳定、避障

协同
建模

协同
稳定
性分
析

协同
优化

Figure 2. Control process structure of multi-AGV cooperative system.The time delay of signal
transmission is analyzed. The ellipse represents the time delay that occurs during the process. Solid
arrows represent sampling signals and dotted arrows represent control signals.

In this paper, it is assumed that no packet loss or disorder occurs. The information
of each agent i is sampled by the sampler in AGV in a period of h, and the sampled data
can be sent to other AGVs by Wi-Fi, and to MEC by 5G through the leader, and then
the information is sent to the controller of the leader after MEC calculation. Finally, the
controller of the leader sends the control signals to the actuator in agent i. The kth sampling
time is denoted as tk, then 0 < tk+1 − tk = hk ≤ h. Due to the influence of time delay,
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the sampled data from agent i and neighboring agent j will arrive at the MEC of the edge
layer at different times, and all the data are queued in the MEC. Therefore, MEC also plays
the role of storing the received location information until all the information transmission
of agent i is completed, and then the location information will be calculated. From the
MEC, the calculated control signals is sent to the leader’s controller. Finally, the controller
of the leader sends the control signals to agent i, and the actuator in agent i completes
the movement process. In this process, there is also a delay of information transmission
between the MEC and the controller of the leader and the controller of the leader and the
agent i.

τsc
ij on behalf of the agent i and its adjacent agent j sampler to transmit data calculation

and the communication time delay to the MEC, The delay of agent i at this stage is defined
as τsc

ik = maxi{τsc
ij,k|j ∈ i ∪ Ni}, Ni represents the adjacent AGV collection of i. τcc

ik is the
communication delay from the MEC of the edge layer to the controller of the leader. τca

ik is
the communication delay from the controller in the leader to the actuator of agent i. So the
total delay is τik = τsc

ik + τcc
ik + τca

ik , i = 1, . . . , N. Define all AGVs in the distributed MAS
in the kth sampling time control process of total delay as τk = maxi{τik|i = 1, . . . , N}, we
assume that τk is also bounded, τm ≤ τk ≤ τM.

4. Stability Analysis of MAS
4.1. Stability Aalysis of MAS within a Cluster
4.1.1. Design of Governing Equations

We refer to the three basic rules proposed by Reynolds [14] for the group behavior of
agents: (1) Separation: the agent and its neighboring agents avoid collision; (2) Aggregation:
the agent should be compact with its neighboring agents, and the distance should not be so
large that the cluster is disconnected and divided into two clusters; (3) Consistency: the
agent should keep consistency with its neighboring agents. On this basis, the attractive
force of the target point is also added. The motion of each agent is affected by the position
of all the agents in its neighborhood.

Consider a set of MASs consisting of N AGVs, where the dynamic equation of each
AGV is as follows:

ẋi(t) = Bxi(t) + ui(t) (1)

where, xi(t) represents the position of agent i, B ∈ RN×N is a constant matrix, ui(t)
represents the governing equation of the external input.

AGVs will actively control the position of its neighboring AGVs:

ex
i (t) =

N

∑
j=1

aij(tk)
(

xi(tk)− xj(tk) + ri − rj
)

(2)

where tk + τk ≤ t ≤ tk+1 + τk+1, ri represents the ideal distance between agent i and leader
to form the desired formation.

In summary, the formation control considering delay and time-varying topology is
given by:

u f
i (t) = −Kex

i (t) (3)

where K represents the feedback gain matrix, K ∈ RN×N

As described at the beginning of this section, each AGV can obtain the location infor-
mation of surrounding obstacles (including agents of other clusters and external obstacles)
through edge nodes. In this paper, AGVs are regarded as particles, the communication
radius is r, the distance between AGVs in the cluster is not less than dα, and the expectation
between AGVs and obstacles is dβ. The force of AGVs is the combined force composed
of the forces of other AGVs and the repulsive force of obstacles, while the leader is also
attracted by the target point.
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As shown in Figure 3, taking the leader as the reference point, the target point will
generate an attractive force on the leader, so that it can move to the target point to complete
the transportation task. Secondly, if the distance between the follower and the leader is
too small, a repulsive force will be generated between the leader and the follower. Finally,
the distance between obstacle 1 and the leader is not less than the ideal distance dβ, so no
extra force is applied. However, the distance between obstacle 2 and the leader is too small,
so the obstacle needs to exert a repulsive force on the leader. The whole process is also
affected by the ideal distance between all AGVs and the leader set before.

Leader

Follower

Obstacle 2

Target point

Repulsive force 

Attractive force

Ideal distance

Obstacle 1

d

d

r

Figure 3. Schematic diagram of the potential field of the leader. Followers will not be attracted by the
target point. dα Indicates the minimum distance between AGVs. dβ Indicates the minimum distance
between an AGV and an obstacle. r is the maximum communication radius of the AGV.

We first consider the gravitational force at the target point. The attractive force is
proportional to the distance between them. Denote the target point as xtar.

uta
i (t) = −∇Ψt(‖xi(tk)− xtar‖)di (4)

where, di is equal to 1 only when i = N, and equal to 0 in other cases, indicating that
the target point only exerts force on the leader, and then the leader pulls other AGVs to
move. The function Ψt(‖xi(tk)− xtar‖) needs to be satisfied so that the potential field force
is proportional to the distance between leader and the target point. It is also necessary
to control the force not to be too large, otherwise it will affect the maintenance of the
formation.

So in this paper, the following function is used:

Ψta(‖xN(tk)− xtar‖) =
{

1
2 µ1‖xN(tk)− r‖2 ‖xN(tk)− xtar‖ > r
1
2 µ1‖xN(tk)− xtar‖2 ‖xN(tk)− xtar‖ ≤ r

(5)

where µ1 denotes the attractive force field constant. The negative gradient of the above
function is obtained, and the expression of the attractive force of the target point to the
leader is:

uta
i (t) = diuta

i (tk) =

{
−diµ1‖xN(tk)− r‖ ‖xi(tk)− xtar ‖ > r
−diµ1‖xN(tk)− xtar‖ ‖xi(tk)− xtar‖ ≤ r

(6)

where tk + τk ≤ t ≤ tk+1 + τk+1.
Consider the separation and the aggregation criteria, starting with the internal obstacle

avoidance. If there is information interaction between agent i and agent j, let
∥∥xij

∥∥ =∥∥xj − xi
∥∥, for agent i, the internal potential field between agent i and all other AGVs is:

Ψi = − ∑
j∈Ni

Ψij
(∥∥xij

∥∥) (7)
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If
∥∥xij

∥∥ < dα, then there is a repulsive force field. In this paper, the function Ψij
(∥∥xij

∥∥)
is defined as follows:

Ψij
(∥∥xij

∥∥) = 1
2

µ2

(∥∥xij
∥∥

dα
+

dα∥∥xij
∥∥ − 2

)
(8)

The negative gradient of the above equation is obtained, and the potential field forces
of agent i and agent j are expressed as:

uα
ij
(∥∥xij(tk)

∥∥) =
 − 1

2 µ2

(
1

dα
− dα

‖xij(tk)‖2

) ∥∥xij(tk)
∥∥ ≤ dα

0
∥∥xij(tk)

∥∥ > dα

(9)

where µ2 denotes a constant, tk + τk ≤ t ≤ tk+1 + τk+1.
The inter-AGVs obstacle avoidance control input within the cluster is finally defined as:

uα
i (t) = ∑

j∈Ni

ua
ij
(∥∥xij(tk)

∥∥) (10)

Finally, external obstacle avoidance is considered, that is, obstacle avoidance control
between AGVs and obstacles. For the convenience of calculation, all obstacles are set as
particles, ob = {o1, o2, . . . , on} is the set of obstacle positions. If the distance between AGVs
and obstacles is greater than or equal to dβ, then the repulsive force is 0 . If the distance
is less than dβ, the repulsive force exists. To meet the described scenario, set the function
as follows:

Ψβ(‖xi(tk)− oh(tk)‖) =
{

ψβ ‖xi(tk)− oh(tk)‖ ∈
(
0, dβ

)
0 ‖xi(tk)− oh(tk)‖ ∈

[
dβ, ∞

) (11)

where ψβ = µ3

(
1

‖xi(tk)−oh(tk)‖
+ ‖xi(tk)−oh(tk)‖

d2
β

− 2
dβ

)
.

The negative gradient of the above equation is obtained as follows:

uβ
ih(‖xi(tk)− oh(tk)‖) =

{
−ψ̇β ‖xi(tk)− oh(tk)‖ ∈

(
0, dβ

)
0 ‖xi(tk)− oh(tk)‖ ∈

[
dβ, ∞

) (12)

where −ψ̇β = µ3

(
1

‖xi(tk)−oh(tk)‖2 − 1
d2

β

)
, µ3 denotes a constant and tk + τk ≤ t ≤ tk+1 +

τk+1.
So the control equation for the external obstacle avoidance of the agent i is:

uβ
i (t) = ∑

j∈Nio

uβ
ih(‖xi(tk)− oh(tk)‖) (13)

where Nio represents the set of obstacles that will exert force on agent i.
In summary, the overall governing equation is:

ui(t) = u f
i (t) + ut

i(t) + ua
i (t) + uβ

i (t)

= −K

[
N

∑
j=1

aij(tk)
(
xi(tk)− xj(tk) + ri − rj

)]
+ diuta

i (tk) + ∑
j∈Ni

ua
ij
(∥∥xij(tk)

∥∥)
+ ∑

j∈Nio

uβ
ih(‖xi(tk)− oh(tk)‖)

(14)
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where tk + τk ≤ t ≤ tk+1 + τk+1. Then the equation of state of AGV i can be expressed as:

ẋi(t) = Bxi(t)− K

[
N

∑
j=1

aij(tk)
(

xi(tk)− xj(tk) + ri − rj
)]

+ diuta
i (tk) + ∑

j∈Ni

ua
ij
(∥∥xij(tk)

∥∥)
+ ∑

j∈Nio

uβ
ih(‖xi(tk)− oh(tk)‖)

(15)

4.1.2. Constructing the Lyapunov Function

Defining

x(t) , col{x1(t), x2(t), . . . , xN(t)}
r , col{r1, r2, . . . , rN}

∆ , De− A

D , col{0, 0, . . . , 0, 1}
uta(t) , col

{
uta

1 (t), utα
2 (t), . . . , utα

N (t)
}

uα(t) , col{uα
1(t), uα

2(t), . . . , uα
N(t)}

uβ(t) , col
{

uβ
1 (t), uβ

2 (t), . . . , uβ
N(t)

}
In addition, set d(t) = t− tk, tk + τk ≤ t ≤ tk+1 + τk+1. We can launch τk ≤ d(t) ≤

h + τk+1, then it can be further concluded that τm ≤ d(t) ≤ h + τM. For the convenience of
analysis, write dm = τm, dM = h + τM, that is, dm ≤ d(t) ≤ dM.Then the equation of state
of AGVs can be simplified as:

ẋ(t) = Bx(t)− K∆t[x(t− d(t)) + r] + uta(t) + uα(t) + uβ(t) (16)

where, ∆t correspond to the Laplacian matrix at time t.
Referring to [10], the Lyapunov function is constructed as follows:

V(t) = V1(x(t), t) + V2(x(t), t) + V3(x(t), t) (17)

where,

V1(x(t), t) =xT(t)Px(t)

V2(x(t), t) =
∫ t

t−dm
es−txT(s)Q1x(s)ds

+
∫ t−dm

t−dM

es−txT(s)Q2x(s)ds

V3(x(t), t) =dm

∫ 0

−dm

∫ t

t+θ
es−t ẋT(s)R1x(s)dsdθ

+ σ
∫ −dm

−dM

∫ t

t+θ
es−txT(s)R2x(s)dsdθ

where, P > 0, Q1 > 0, Q2 > 0, R1 > 0, R2 > 0, dM > 0, dm > 0, σ = dM − dm. To
simplify the representation, denote a block matrix by Hij = Hi − Hj. For example:
i = 1, 2, . . . 5, H2 = [0, I, 0, 0, 0], H14 = [I, 0, 0,−I, 0]

4.1.3. Calculation of System Stability Conditions

Using the above functions, the following conclusion can be obtained.
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Theorem 1. Set dm > 0, dM > 0, a > 0, if there exist real matrices P > 0, Q1 > 0, Q2 >
0, R1 > 0, R2 > 0, scalar b > 0 and a real matrix S of appropriate dimensions, such that the
following inequalities holds, then the system is stable.[

R2 S
∗ R2

]
≥ 0,

[
φ ΞT<
∗ −<

]
< 0 (18)

where,

φ =HT
1 PΞ + ΞT PH1 + HT

1 (aP + Q1)H1

+ HT
3

[
e−dm(Q2 −Q1)

]
H3 − b

(
HT

5 H5 + HT
6 H6 + HT

7 H7

)
−HT

4 e−dM Q2H4 −HT
13e−dm R1H13

− e−dM

[
H24
H32

]T[ R2 S
S R2

][
H24
H32

]
Ξ = BH1 − K∆t(H2 + r) + H5 + H6 + H7

< = d2
mR1 + σ2R2

Proof of Theorem 1. For tk + τk ≤ t ≤ tk+1 + τk+1, Set

W(t) = V̇(t) + aV1(x(t), t)

− b
[(

uta(t)
)Tuta(t) + (uα(t))Tuα(t) +

(
uβ(t)

)T
uβ(t)

] (19)

We have

W(t) ≤ 2xT(t)Px(t) + xT(t)(aP + Q1)x(t)

− b
[(

uta(t)
)Tuta(t) + (uα(t))Tuα(t) +

(
uβ(t)

)T
uβ(t)

]
− e−dm xT(t− dm)(Q2 −Q1)x(t− dm)

+ e−dM xT(t− dM)Q2x(t− dM) + xT(t)<x(t)

− e−dm ξ1 − e−dM ξ2

(20)

where, ξ1 = −dm
∫ t

t−dm
ẋT(s)R1 ẋ(s)ds, ξ2 = −σ

∫ t−dm
t−dM

ẋT(s)R2 ẋ(s)ds.

Define ψ(t) =
[

xT(t), xT(t− d(t)), xT(t− dm), xT(t− dM),
(
uta(t)

)T , (uα(t))T ,
(
uβ(t)

)T
]T

.

Lemma 1 ([15]). If there exists a constant matrix R > 0 and R ∈ Rn×n, scalar τ > 0, and vector
function ẇ : [−τ, 0]→ Rn such that the following integral inequality holds:

−τ
∫ t

t−τ
ẇT(s)Rẇ(s)ds ≤ −[w(t)− w(t− τ)]T R[w(t)− w(t− τ)] (21)

Lemma 2 ([16]). For given positive integers n, m, the scalar η in the interval (0, 1), and the given
matrix R > 0, two matrices W1 and W2, define the function f (η, R) for all vector ϕ(t) in Rm as:

f (η, R) =
1
η

ϕT(t)W1
T RW1 ϕ(t) +

1
1− η

ϕT(t)WT
2 RW2 ϕ(t) (22)

If there exists a matrix S ∈ Rn×n such that
[

R S
S R

]
≥ 0, then the following statement

holds:

min
η∈(0,1)

f (η, R) ≥ ϕT(t)
[

W1
W2

]T[ R S
S R

][
W1
W2

]
ϕ(t) (23)
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From Lemmas 1 and 2, we can get:

ξ1 ≤ −ψT(t)HT
13R1H13ψ(t) (24)

Note that

ξ2 = −σ
∫ t−d(t)

t−dM

xT(s)R2x(s)ds− σ
∫ t−dm

t−d(t)
xT(s)R2x(s)ds

≤ − σ

dM − d(t)
ψT(t)HT

24R2H24ψ(t) − σ

d(t)− dm
ψT(t)HT

32R2H32ψ(t)

≤ −ψT(t)
[

H24
H32

]T[ R2 S
S R2

][
H24
H32

]
ψ(t)

(25)

In conclusion, V̇(t) ≤W(t) ≤ ψT(t)
[
φ + ΞT<Ξ

]
ψ(t) . If φ + ΞT<Ξ < 0, V̇(t) < 0. Using

Schur’s complement theorem, we can write φ + ΞT<Ξ < 0 becomes

[
φ ΞT<
∗ −R

]
< 0 .

4.2. Stability Analysis of Systems Considering Information Interaction between Leaders

In practice, information may be exchanged between clusters to allocate resources and
keep track of the status of other tasks. So we also take this situation into account. It is
assumed that different clusters interact with each other through their leaders and MEC. The
state equations and artificial potential field functions of each cluster are still the same as
those in the previous section, which are not repeated here. We also simulate this situation
in Section 5.

5. Network Topology Optimization for the Stability of MAS

In this section we try to obtain the optimal topology structure on the premise of
ensuring the stability of MAS. The goal is to make the formation as stable as possible,
because the second smallest eigenvalue of the Laplacian matrix ∆ of the formation topology
adjacency matrix is an important index affecting the control stability of the system. ∆ =
De− A. De is the degree matrix. In order to prevent the collision of agents arbitrarily close
to each other in the maximization target, and considering the needs of external obstacle
avoidance function in real life, the topology optimization problem is transformed into the
following problem by referring to [17]:

max
x

λ2(∆)

s.t.
∥∥xi − xj

∥∥2 ≥ dα
2

‖xi − oh‖2 ≥ dβ
2

(26)

where i = 1, 2, . . . , n− 1, j = 2, 3, . . . , n, and i < j. Assuming that there are H obstacles,
then h = 1, 2, . . . , H.

Due to the relative distance between agents and the nonlinear correlation of the Lapla-
cian matrix, the above problem is a nonlinear optimization problem. For the convenience
of analysis, the following two lemmas are used to transform the problem.

Lemma 3 ([11]). Consider an m-dimensional subspace P ⊆ Rn composed of vectors pi ∈ Rn, i =
1, 2, . . . , m, denoted as P = [p1, p2, . . . , pm] ∈ Rn×m, then the matrix M satisfies: For any nonzero
vector x ∈ P, we have xT Mx > 0, if and only if PT MP > 0.

Lemma 4 ([11]). For the Laplace matrix ∆, the second smallest eigenvalue λ2(∆) ≥ 0 is equivalent
to PT∆P ≥ 0, where P = [p1, p2, . . . , pn−1], pi ∈ Rn, i = 1, 2, . . . , m is unit orthogonal vectors,
which satisfy:

(1) pT
i 1 = 0, i = 1, 2, . . . , n− 1 (2) pT

i pj = 0, i 6= j .
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From the above two lemmas, we can see that xT∆x ≥ 0 can be converted to PT∆P ≥ 0,
where P is a matrix composed of nonzero vectors of 1⊥. Therefore, the optimization problem can be
transformed into the following problem:

max
x

λ2(∆)

s.t.
∥∥xi − xj

∥∥2 ≥ dα
2

‖xi − oh‖2 ≥ dβ
2

PT∆P ≥ 0

(27)

In order to implement the iteration, each step of the iteration maximizes the second smallest
eigenvalue, we discretize the constraint. Set dij(tk) =

∥∥xi(tk)− xj(tk)
∥∥2, where tk is the k th

sampling time, then

ḋij(tk) = 2
[
ẋi(tk)− ẋj(tk)

]T[xi(tk)− xj(tk)
]

(28)

Let x(tk) = x(m), ẋ(tk) =
x(m+1)−x(m)

t∆
, where m is the number of iterations, so

dij(m + 1)− dij(m)

t∆
= 2

[
xi(m + 1)− xi(m)

t∆
−

xj(m + 1)− xj(m)

t∆

]T

×
[
xi(m)− xj(m)

]
(29)

If we simplify the above equation, we can obtain

dij(m + 1)− dij(m)

= 2
[
xi(m + 1)− xi(m)− xj(m + 1)− xj(m)

]T ×
[
xi(m)− xj(m)

]
= 2

[
xi(m + 1)− xj(m + 1)

]T[xi(m)− xj(m)
]
− 2
[
xi(m)− xj(m)

]T[xi(m)− xj(m)
]

= 2
[
xi(m + 1)− xj(m + 1)

]T[xi(m)− xj(m)
]
− 2dij(m)

which is equal to

dij(m + 1) + dij(m) = 2
[
xi(m + 1)− xj(m + 1)

]T[xi(m)− xj(m)
]

(30)

Similarly, if we define dih(tk) = ‖xi(tk)− oh(tk)‖2, we can obtain

dih(m + 1) + dih(m) = 2[xi(m + 1)− oh(m + 1)]T [xi(m)− oh(m)] (31)

Therefore, the non-convex constraint of (27) is transformed into:

max
x(m+1)

λ2(∆)

s.t. dij(m + 1) + dij(m) = 2
[
xi(m + 1)− xj(m + 1)

]T ×
[
xi(m)− xj(m)

]
dij(m + 1) > dα

2

dih(m + 1) + dih(m) = 2[xi(m + 1)− oh(m + 1)]T × [xi(m)− oh(m)]

dih(m + 1) > dβ
2

PT∆(m)P ≥ 0

(32)

The above algorithm was iterated until the eigenvalue could not be further increased.
In this paper, FMINCON was used to solve (32), and Laplacian matrix is affected by the
channel environment.
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6. Simulations and Performance Evaluation

In this section, we make simulations to evaluate the performance of the proposed
algorithm. Consider a 200 m× 200 m industrial park, in which there are several clusters
of AGVs, each cluster has its own transport task, and the AGVs in the cluster use Wi-Fi
for information interaction. There is information interaction between some clusters to
cooperatively complete the unloading of computing tasks such as real-time path planning,
and the clusters are connected through 5G access to edge layer servers. In the simulation,
the obstacle is abstracted as a particle randomly distributed in the industrial park. By
setting a target point for each cluster, the target point applies attractive force to the leader,
and then the leader pushes the whole group of AGVs to move to the target point. If there is
an obstacle on the way, repulsive force will be applied between the obstacle and AGVs to
avoid collision. In this process, the topological connection of the cluster may be changed.

6.1. Performance Evaluation of AGVs within a Single Cluster

In this section, the working process of AGVs within a single cluster in the industrial
park is simulated. The specific parameters are shown in Table 1. We select a cluster in the
industrial park, and the simulation environment is a two-dimensional space of 20 m× 20 m.

Table 1. The simulation parameters.

Parameters Meaning Value

n Path loss index 2.5

Pij Transmit power between agents i and j (dB) 20

Ga
ij Antenna gain between agents i and j (dBi) 16

γ Minimum signal-to-noise ratio threshold (dB) 2

σ2 Noise power (W) 0.04

dM Upper bound on time delay (s) 0.02

h AGVs internal sampler sampling interval
(s) (dB) 0.01

dm Lower bound on time delay (s) 0.005

vmax
Maximum velocity of AGVs in the x and y

directions (m/s) 0.5

N Number of AGVs 6

goal Target point [10, 8]

obtemp Position of obstacle [5, 2.3; 4, 9]

h AGVs internal sampler sampling interval
(s) (dB) 0.01

init f1 Initial position [−4, −1.5; −2, −2.5; −3, −2.4; −2.5, −4; −1, −4.5; −0.5, −3]

dα
Threshold distance between AGVs to trigger

obstacle avoidance (m) 1.5

dβ
Threshold distance between AGVs and

obstacle to trigger obstacle avoidance (m) 1.5

r Maximum communication radius between
AGVs (m) 5.5

d f l Ideal relative position of AGVs and Leader [−1.5, 1.5; 1.5, 1.5; −3, 0; −1.5, −1.5; 1.5, −1.5; 0, 0]

It can be seen from Section 4 that certain conditions must be met to ensure the stability
of the system. Therefore, we use LMI to solve the value of each parameter under the
condition of ensuring stability. In the environment set in this paper, the topology changes
randomly with the environment, and the change of parameters is relatively complex.
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For simple calculation, each agent in this paper adopts the same controller gain at the
same time, but the controller gain will change at different times, that is, under different
topologies. Therefore, the controller gain changes several times in the whole process.
For the sake of simplicity, the generated controller gain is no longer enumerated in this
paper, and only a simulation diagram comparison is given. In this process, the preset
communication connection threshold is 0.6, that is aij(t) = 1 when pij

γ

(
Γij(t) > γ

)
≥ 0.6,

there is information interaction between the two AGVs.
Figure 4 shows four stages of a single cluster in completing a task. The black circle

represents the following AGV, the green circle represents the leader, the blue pentagram
represents the target point of each cluster, and the Red Cross represents the obstacle. For
ease of observation, we sample every 0.1 s and record the position of the AGVs. The
sampling point is denoted as k. In this paper, k = 1, k = 85, k = 270 and k = 500 are
respectively selected and presented in Figure 4 as examples of the four situations. As
can be seen from the figure, in the initial case, AGVs are closely connected. According
to the ideal minimum distance between AGVs set in Table 1, firstly, AGVs in the cluster
need to keep a certain distance from each other to prevent collision during driving. The
position state of AGVs after internal adjustment is shown in Figure 4 (II). Later, some AGVs
encounter obstacles and conduct external obstacle avoidance, which will lead to changes in
the distance between AGVs and the connection topology. When the leader continues to
move after the external obstacle avoidance is completed and reaches the target point, the
topology is shown in Figure 4 (IV), which conforms to the preset desired formation.

Figure 4. Movement process of a single cluster. The figure shows the formation in four cases. The
four cases are: initial state, avoid collision between AGVs in a cluster, External obstacles avoidance,
final state.

As can be seen from the above process, the whole system remains stable in the case of
external environmental interference in the movement process. We can see the effectiveness
of the artificial potential field algorithm for obstacle avoidance in the whole system through
the position trajectory of the whole process. As shown in Figure 5, each AGV in the cluster
is close to each other at the initial time, so internal obstacle avoidance is carried out to avoid
possible collisions. When follower 2, follower 5 and the leader are close to the external
obstacles, they have an obvious curve of obstacle avoidance and carry out external obstacle
avoidance. These two points show that the algorithm adopted in this paper is effective.
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Figure 5. Motion trajectories of AGVs in a single cluster. The figure shows the trajectories of the tasks
performed by each AGV.

Next we change the channel parameters to observe the change in topology and mo-
tion trajectory. Since the antenna gain is too low, the connection between AGVs may
be disconnected due to the increase of distance during external obstacle avoidance, we
increase the antenna gain of the AGVs to 17.2 dBi, and still select the sampling points
k = 1, k = 85, k = 270, and k = 500. Figure 6 shows the whole process. The topology
changes a little bit during the motion.

 

 

 

y(
m
)

Figure 6. Single cluster motion process after modifying channel environment. The figure shows the
formation in four cases. The four cases are: initial state, avoid collision between AGVs in a cluster,
External obstacles avoidance, final state.

It can be seen that the change of channel environment will affect the change of topol-
ogy structure, and the change of topology structure will affect the stability of the whole
system. In order to compare the stability under different channel conditions, the aggre-
gation coefficient related to the cluster center distance of AGV is introduced in this paper.
The aggregation coefficient is defined as C = 1

N ‖x− 1N ⊗ x̄‖, where x =
(

xT
1 , . . . , xT

N
)T ,

x̄ = 1
N ∑N

i=1 xi(t). The larger the aggregation coefficient C is, the lower the aggregation
degree of MAS is and the more dispersed the AGV distribution is. The smaller C is, the
higher degree of MAS aggregation and the more concentrated AGV distribution. Figure 7
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compares the aggregation coefficient curves of the AGVs under two different channel
environments, reflecting the influence of the channel environment on MAS stability. If
the aggregation coefficient curve does not rise indefinitely, that is, when it is always less
than a certain constant, it indicates that no AGV in MAS has left the team, and it keeps
convergence and good stability in the whole process of completing the task.

Figure 7. Aggregation coefficient of AGVs with antenna gain of 16 dBi and 17.2 dBi. Different
antennas are used to represent different channel conditions. The figure shows the aggregation
coefficients at each sampling point under different channel conditions.

As can be seen from Figure 7, at the initial position, the distance between the agents
should not be too large according to the ideal relative distance and artificial potential
field force. After the antenna gain is improved, MAS can be aggregated faster. When
encountering obstacles, it is necessary to stay away from the obstacles and keep a distance
between the AGVs, so the aggregation coefficient will fluctuate from big to small. After
the obstacle avoidance is completed, it will be adjusted to the desired formation, and the
convergence degree will be consistent.

This section mainly verifies the feasibility of the governing equations set in Section 4,
that is, the MAS can complete the obstacle avoidance and transportation tasks on the
premise of ensuring stability, and directly reflects the influence of the channel environment
on the topology and system stability through the simulation diagram.

6.2. Performance Evaluation of AGVs in Inter-Clusters

In this section, the workshop working process in the industrial park is simulated when
the information interaction of multiple clusters is considered. To facilitate the experiment,
we only select the case of two clusters.

To observe the movement of the two clusters, we selected a two-dimensional space
with a simulation environment of 30 m× 40 m to verify the stability of the formation system
composed of AGVs of the two clusters and the feasibility of formation transformation
according to the channel environment. The channel environment is the same as that in the
single cluster case in the previous section, and only the changed parameters are listed here.
The left base station is labeled as base station 1, the right base station is labeled as base
station 2. The left cluster is labeled as cluster 1, and the right cluster is labeled as cluster
2. The position information of obstacles changes as [5, 4; 4, 8; 6, 5; 26, 10; 23, 15]. The target
point of cluster 1 is changed to [10, 10]. The target point of cluster 2 is set as [30, 13]. The
initial position of cluster 1 is the same as that in the previous section. The initial position of
cluster 2 is [12, 6.5; 13.5, 8.5; 13.5, 6.5; 14, 11.5], and the ideal position of each AGV in cluster
2 relative to the leader is [−1.5, 1.5; 1.5, 1.5;−1.5,−1.5; 0, 0]. Figure 8 shows the motion of
the two clusters. The black diamond represents the base station of the edge layer. Consider
the two base stations located at [−85, 100] and [105, 100]. In order to make the simulation
diagram clear, the two base stations are respectively placed at [5, 25] and [25, 25] when the
simulation diagram is generated, and they are still set at [−85, 100] and [105, 100] in the
simulation code.
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Figure 8. Motion process when information interaction between clusters is considered. The figure
describes the motion of clusters in the process of performing the task, which can be also divided into
four cases. In the process of movement, cluster heads will select the base station with better channel
conditions to connect, and other clusters will be connected through the base station. The blue lines in
the figure represent 5G connections.

Using the formula Caik = Wk log2

(
1 + PiGa

i d−n
ik

n0Wk

)
proposed by Section 3.1 to calculate

the channel capacity. The base station set at [−85, 100] has a bandwidth of 10.2 MHz,
and the bandwidth of the base station located at [105, 100] is 10 MHz. The noise power
spectral density is −174 dbm, and the antenna gain of AGVs and the transmit power
of the AGVs are the same as those in Section 6. Each leader selects the channel with a
larger channel capacity for data transmission. At the initial point, Ca11 = 192.45 Mb/s,
Ca12 = 185.31 Mb/s, Ca21 = 192.57 Mb/s, Ca22 = 190.71 Mb/s. It can be seen that both
clusters are connected with the base station 1, as shown in (I) in Figure 8. It can be seen
from the figure that with the constant movement of the AGVs, the connection between the
leader and the base station will change. In the figure, (I), (II), (III) and (IV) respectively
represent the initial state of the cluster, the control of intra-cluster collision avoidance by
the AGVs, external obstacle avoidance and the final state.

It can also be seen from the above process that the whole system remains stable during
the movement. Based on the previous section, this section intuitively shows the specific
information interaction between clusters and how to choose the topology structure of
interaction. The movement of each cluster will affect the connection between the leader and
the base station. During the movement, it will judge which base station can be connected
to obtain the maximum uplink rate.

6.3. Performances of Network Topology Optimization

Because the main difference between a single cluster and multiple clusters for informa-
tion interaction is reflected in how to connect and exchange information through the base
station, the latter includes the former. Therefore, we directly use the multi-cluster model
to optimize the topology within the cluster first, then deduce the channel conditions that
meet the requirements according to the optimized topology within the cluster, and finally
explore how the connection with the base station changes according to the new channel
conditions.

Topology construction is carried out according to the optimization proposed in
Section 5, considering the information interaction between clusters. Figure 9 selects two
sampling points k = 200 and k = 434 with different optimized topologies. In the process
of completing the transportation task, in order to avoid obstacles, one formation cannot
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be maintained all the time, and the optimal formation will change when the external envi-
ronment changes. From the reconstructed formation, it can be seen that the AGVs in the
formation are clustered as much as possible under the constraints of internal and external
distance from obstacles to improve the second smallest eigenvalue of the Laplacian matrix.
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Figure 9. Optimal topology considering information interaction between two clusters. The figure
shows the formation of the two sampling points in the task execution process of the two clusters
after optimization. At the first sampling point, cluster 1 remains in the desired shape, while cluster
2 is being adjusted. At the second sampling point, cluster 1 is avoiding obstacles and cluster 2 is
completing its task and maintaining the desired formation.

In Figure 9, we can observe that the second smallest eigenvalues of the Laplacian
matrix of the two clusters optimized without interference from external obstacles are 6 and
4, respectively.

We select the cluster with a more complex structure on the left to compare the stability
of the system before and after optimization. The aggregation coefficient before and after
topology optimization is shown in Figure 10, and the speed before obstacle avoidance is
shown in Figure 11. After optimization, the aggregation coefficient is significantly reduced,
the position of the AGVs is relatively compact, The speed convergence is faster, and the
stability is improved, which indicates the effectiveness of the optimization method.

Figure 10. Aggregation coefficient of cluster 1 before and after optimization. The magenta dots and
green dots respectively represent the clustering coefficients at each sampling point before and after
optimization.
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Figure 11. Velocity of cluster 1 before and after optimization. The figure above represents the speed
changes of each AGV before optimization, while the figure below represents the speed changes of
each AGV after optimization.

In this section, we focus on the optimized topology of the device layer, and then we
continue to discuss the overall topology connection including the edge layer.

To complete the simulation process according to the optimal topology shown in
the previous section, it is necessary to improve the conditions under which information
interaction can take place. Based on the set simulation parameters, due to the information
interaction between the two clusters, the AGV antenna gain of cluster 1 can be increased to
18.9 dBi, and the AGV antenna gain of cluster 2 can be increased to 19.2 dBi, which means
the optimal topology connection can be realized. At this time, the channel environment has
also changed, and the connection between the leader and the base station has also changed.
To facilitate comparison, the connection between the cluster and the base station before the
optimization is placed below in the simulation. If the leader is connected to base station 1 ,
the value is −1, and if it is connected to base station 2 , it is −2. The connection between
the optimized cluster and the base station is placed on the top. If the leader is connected to
base station 1, the value is 1 , and if it is connected to base station 2, it is 2 .

Figure 12 shows that cluster 1 is always connected to base station 1 before and after
optimization, and cluster 2 will change its connection to the base station with movement.
Before topology optimization, base station switching occurs in cluster 2 when the sampling
point sequence k = 78. After optimization, base station switching occurs in cluster 2 at
k = 90. Therefore, when we set the channel environment for the optimized intra-cluster
topology, the topological connections between clusters will also change. The integrated and
optimized intra-cluster topology and the changed inter-cluster topology are the optimized
topologies considering inter-cluster. information interaction. Thus, we obtain the overall
optimal topology including the device layer and the edge layer.
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Figure 12. Connection condition between cluster and base station before and after optimization of
topology structure. 1 and −1 of the ordinate represent the connection between base station 1 after
and before optimization respectively. 2 and −2 of the ordinate represent the connection between each
cluster and base station 2 after and before optimization respectively.

7. Conclusions

In this paper, we study the stability of time-varying topology considering delay and
obstacle avoidance and the optimization method of network topology in the industrial
park scenario. Conditions to ensure the stability of the system are obtained, and the
influence of the channel environment on the system performance is verified. In addition, the
performance of the system under the topology before and after optimization is compared
by with the simulation to verify the effectiveness of the optimization method. Finally,
according to the optimized topology, the channel environment that meets the needs of this
topology is deduced. Indeed, the simulation results show that the proposed model and
algorithm are effective. Now we only consider the delay generated in the transmission
process and ignore the computation and processing delay. In addition, we did not consider
clock synchronization. Therefore, a possible direction for future research is MAS stability
analysis considering clock synchronization and more delay. In addition, using artificial
intelligence method for path planning is another possible direction for future research.
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