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Abstract: The inventory level has a significant influence on the cost of process scheduling. The
stochastic cutting stock problem (SCSP) is a complicated inventory-level scheduling problem due to
the existence of random variables. In this study, we applied a model-free on-policy reinforcement
learning (RL) approach based on a well-known RL method, called the Advantage Actor-Critic, to
solve a SCSP example. To achieve the two goals of our RL model, namely, avoiding violating the
constraints and minimizing cost, we proposed a two-stage discount factor algorithm to balance these
goals during different training stages and adopted the game concept of an episode ending when an
action violates any constraint. Experimental results demonstrate that our proposed method obtains
solutions with low costs and is good at continuously generating actions that satisfy the constraints.
Additionally, the two-stage discount factor algorithm trained the model faster while maintaining a
good balance between the two aforementioned goals.

Keywords: reinforcement learning; stochastic cutting stock problem; advantage actor-critic; discount
factor; continuous action space

1. Introduction

The cutting stock problem (CSP) is the common problem of minimizing trim loss when
cutting stock materials into pieces of required sizes to meet customer demand. It has been
considered in a wide range of industrial applications, including paper, metal, and glass
manufacturing. The CSP is an integer linear programming problem that can be formulated
as follows:

min
n

∑
j=1

gjxj, (1)

s.t.
n
∑

j=1
aijxj ≥ di, i ∈ {1, 2, . . . , m},

xj ∈ Z+.
(2)

The i-th item has a demand di (i ∈ {1, 2, . . . , m}) given by the customer. Items are
produced to meet demand by cutting stock materials in predefined cutting patterns. The
j-th cutting pattern is defined by the vector aj = [a1j, a2j, . . . , aij] (j ∈ {1, 2, . . . , n}), where
aij indicates the number of i-th items produced when a stock material is cut by the j-th
pattern; gj is the trim loss of the j-th pattern. The objective of the problem is to determine
the number of stock materials to be cut by the j-th pattern, which is denoted as xj, to meet
the demand while minimizing total trim loss [1–3].

In production scheduling for chemical industries, the inventory level directly affects
production costs. For the stochastic CSP (SCSP), the demand is a random variable that
is unknown prior to production [4,5]. Due to the presence of random event factors, the
SCSP can be considered as a complex inventory-level scheduling problem. A performant
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algorithm for solving such a problem may minimize costs such as waste, inventory, and
back-order costs, which are critical for companies. However, in traditional deterministic
mathematical methods such as integer programming, calculation time increases rapidly
as the amount of data increases, and random variables make such problems difficult to
solve [6]. Reinforcement learning (RL) is a novel method for rapidly providing an optimal
scheduling solution when handling non-deterministic problems. However, RL is doubtful
when dealing with constrained problems.

Only one previous study applied RL methods to solve the CSP. Pitombeira-Neto and
Murta [7] presented a model-free off-policy approximate policy iteration algorithm for
solving the SCSP example. Their algorithm approximated the action-value function using
two basis functions, namely, the polynomial and Fourier basis function. Their results
showed the scheduling performance of RL and ensured that actions did not violate the
constraints. However, for each of the two basis functions, a set of parameter matrices of
unknown sizes must be tuned prior to training. Excessive mathematizations, exhaustive
random iterations, and requirements for prior knowledge led to both huge training and
calculation times, making this model impractical for industrial application. Some studies
have solved the knapsack problem, which is a common optimization problem similar to
the CSP, using RL approaches. Gu et al. proposed a RL algorithm with a pointer network
to solve the single-knapsack problem [8]. Sur et al. solved the multiple-knapsack problem
using a RL agent trained by the A3C algorithm [9].

The goal of this study was to adopt Advantage Actor-Critic (A2C) for continuous
action space to solve the SCSP example considered in [7] for easier and more reproducible
implementation in industries. In this example, seven items are produced by cutting raw
materials with fixed amounts and sizes according to 15 cutting patterns. The goal is
to determine the number of times to apply each pattern to satisfy the constraints and
simultaneously minimize the sum of the trim loss, back-order cost, and inventory cost.
There is a hyperparameter called the discount factor (γ) that significantly affects the training
of a RL agent, which has a value between zero and one. The discount factor determines
the extent to which future rewards should be considered. The closer it is to zero, the fewer
time steps of future rewards are considered. Therefore, to achieve an effective balance
between the two goals of avoiding violating the constraints and minimizing cost, we
proposed a two-stage discount factor algorithm for training a RL model. Experimental
results demonstrate that our proposed two-stage discount factor algorithm can accelerate
model training significantly. Our model learns the SCSP and constraints accurately to
provide actions continuously that satisfy the constraints and minimize cost.

The remainder of this paper is organized as follows. Section 2 describes the details of
the problem to be solved and the proposed approach. Section 3 presents the results of our
experiments. Section 4 summarizes the conclusions of this study.

2. Materials and Methods
2.1. Problem Statement

We considered the SCSP example presented in [7]. In this problem, there are 30 pieces of
1500 cm long raw material and 15 cutting patterns that may be used to cut the raw material
into seven different items with random demand. The goal of the problem is to determine the
number of times to apply each pattern to minimize the sum of the trim loss, back-order cost,
and inventory cost. The lengths of the items are listed in Table 1. The compositions and trim
losses of patterns are listed in Table 2. The total demand for all items is defined as dtotal, which
follows a discrete uniform probability distribution between dmin and dmax. The demand for
individual items is defined by a vector d = [d1, d2, . . . , di] (i ∈ {1, 2, . . . , m}), which follows
a multinomial distribution based on the total demand and probability distribution vector p.
The values of dmin, dmax, and p are listed in Table 3. The demand vector d can be formulated
as follows:

dtotal = DiscUnif(dmin, dmax), (3)
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d = Multinomial(dtotal , p). (4)

Table 1. Lengths of seven items.

Item 1 2 3 4 5 6 7

Lengthli(cm) 115 180 267 314 880 1180 1200

Table 2. Compositions and trim losses of 15 patterns.

Item\Pattern 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 10 13 3 3 2 2 1 1 0 0 0 0 0 0 0
2 0 0 1 1 2 0 1 1 0 0 0 0 0 0 1
3 0 0 0 0 0 0 0 0 1 1 1 2 2 3 0
4 1 0 0 3 0 0 0 0 0 0 1 0 3 2 4
5 0 0 1 0 1 0 0 0 0 0 1 1 0 0 0
6 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0
7 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0

Trim loss gj
(cm)

36 5 95 33 30 70 5 25 33 53 39 86 24 71 64

Table 3. Probability distribution of the demand for seven items.

Item 1 2 3 4 5 6 7 dmin dmax

Probability (p) 0.3 0.2 0.2 0.1 0.1 0.05 0.05 40 50

2.2. Reinforcement Learning

RL is a decision-making method that solves problems described as Markov decision
processes. A RL system involves an agent interacting with an environment. In each step,
the agent observes the state of the environment and then determines the action to be taken.
The environment then returns the next state and a reward (Figure 1). The sets of states,
actions, rewards, and next states at time step t are presented in the following form: (st, at, rt,
st+1). The (st, at, rt, st+1) sequence of an episode with several time steps is called a trajectory.
The goal of the agent is to maximize the reward. Therefore, RL attempts to develop a policy
for choosing an optimal action based on states [10–12].
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Figure 1. Diagram of a reinforcement leaning system.

The methods of RL can be divided into value-based and policy-based. The main
difference is whether an explicit policy is trained. In value-based learning, there is no
explicit policy to be trained, and actions are selected based on a value function instead. In
policy-based learning, an explicit policy is built to determine actions directly. RL can also
be divided into on-policy and off-policy learning. The main difference is whether the policy
that is improved, which is called the target policy, is the same as the policy that is used to
select actions, which is called the behavior policy. In on-policy learning, the target policy
and behavior policy are the same, meaning only current data can be used for training. In
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off-policy learning, the target policy and behavior policy may be different; hence, historical
data can also be used for training [13,14].

2.3. Advantage Actor-Critic
2.3.1. Discrete Action Space

A2C is an on-policy method for RL that combines value-based and policy-based
learning and is composed of two neural networks called the actor and critic. The actor
represents the policy that determines actions and is trained by minimizing the actor loss,
which increases the probability of taking actions with large advantage values [15,16]. This
process is formulated as:

Actor loss = − 1
B

B

∑
k=1

A(st,k, at,k)× logpθ(at,k
∣∣st,k), (5)

A(st,k, at,k) = Q(st,k, at,k)−V(st,k), (6)

Q(st,k, at,k) = rt,k + γV(st+1,k), (7)

where B is the batch size; A(st,k, at,k) is the advantage value of taking action at,k at state
st,k, which can be estimated using Equation (6); Q(st,k, at,k) is the Q value representing the
expected future rewards of taking action at,k at state st,k, which can be calculated based
on the reward rt,k, discount factor γ, and the next state value, as shown in Equation (7);
V(st,k) is the state value of state st,k; and γ is the discount factor, which is between zero and
one. The closer the discount factor is to one, the more time steps of future rewards that
are considered. It should be noted that the advantage value can be calculated using the
state value, reward, and discount factor, indicating that only one network must be trained
to estimate the state value, which is called the critic network. pθ(at,k

∣∣st,k) represents the
probability of taking action at,k at state st,k outputted by the actor. Therefore, the actor loss
can be expressed as:

Actor loss = − 1
B ∑B

k=1(rt,k + γV(st+1,k)−V(st,k))× logpθ(at,k
∣∣st,k). (8)

The critic is updated based on the temporal difference (TD). Therefore, the critic loss is
formulated as:

Critic loss =
1
B ∑B

k=1(rt,k + γV(st+1,k)−V(st,k))
2. (9)

Additionally, entropy loss can be used during the training of actors and critics. Entropy
loss allows an actor to maintain the ability to explore at the beginning of training, thereby
avoiding falling into local optima. The entropy loss is formulated as follows:

Entropy loss =
β

B ∑B
k=1 ∑I

j=1 pθ

(
(a = j)t,k

∣∣∣st,k

)
× logpθ

(
(a = j)t,k

∣∣∣st,k

)
. (10)

where β is the entropy beta, which modulates the effect of entropy loss on training.

2.3.2. Continuous Action Space

For a discrete action space, the actor network in A2C traditionally outputs the prob-
abilities of actions. A2C is also a promising method for handling a continuous action
space. Instead of outputting the probabilities of actions, the actor network outputs two
scalars, each of which has the same size as the number of actions. One scalar represents the
mean value µ of the Gaussian distribution, and the other represents the variance σ2. When
addressing a continuous action space, the critic loss is the same as that in the discrete A2C
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(see Equation (9)). The actor and entropy losses must be slightly different from those in the
discrete A2C and are formulated as:

Actor loss = − 1
BI ∑B

k=1 ∑I
j=1 A(st,k, at,k)× (−

(
aj,t,k − µj,t,k

)2

2σj,t,k
2 − log

√
2πσj,t,k

2), (11)

Entropy loss =
−β

BI ∑B
k=1 ∑I

j=1 log
√

2πeσj,t,k
2. (12)

2.4. Environment

Our environment system for RL contains states, actions, rewards, constraints, and a
variable which is called “done” and is used to solve the SCSP.

• The state si,t, represents the inventory of item i (i ∈ {1, 2, . . . , 7}). The initial state (i.e.,
the initial inventory) follows a discrete uniform probability distribution between 0
and 35, which can be formulated as:

si,0 = DiscUnif(0, 35). (13)

The state transition function is given by Equation (14). The next state is determined
by the current state, action, and random demand, which is only known after executing an
action.

si,t+1 = max

(
0, si,t +

15
∑

j=1
aijxjt − di,t+1

)
j ∈ {1, 2, . . . , 15}, xj,t ∈ Z+

(14)

• An action denoted as xjt represents the number of times to apply pattern j.
• To estimate the reward, the cost is first calculated using Equation (15), where gj is the

trim loss of pattern j, the value of which is provided in Table 2, and [x]+ = max(0,x).
The values and definitions of h+i and h−i are provided in Table 4. The cost consists of
the trim loss, inventory cost, and back-order cost. The reward is a function of the cost
and is calculated by dividing the cost by 500, as shown in Equation (16). This reward
function indicates that when the cost is greater than 500, a reward of less than one is
returned, and when the cost is equal to 500, a reward with a value of one is returned.
The reward function was designed in this manner for the following reasons:

1. Based on the results presented in [7], a cost of approximately 500 is sufficiently
low for this SCSP example.

2. The training of the critic and actor networks may be unstable if the variance of
the loss is large. Therefore, the reward should be approximately equal to one.

c(st, xt, dt+1) =
15

∑
j=1

0.1× gjxjt +
7

∑
i=1

h+i [sit +
15

∑
j=1

aijxjt − di,t+1]

+

+
7

∑
i=1

h−i [di,t+1 − (sit +
15

∑
j=1

aijxjt)]

+

(15)

rt = 500/c(st, xt, dt+1) (16)

Table 4. Parameters of the environment system.

Parameter Value Statement

h+i 0.01 li
Inventory holding cost per item, where li is the

length of item i.

h−i li
Back-order cost per item, which is the cost of not

satisfying the demand.
smax 70 Maximum inventory for each item at one time.
xmax 30 Number of available stock material at one time.
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• There are two constraints on actions in the target environment system, as described
below. First, the inventory of any item at any time cannot exceed the maximum
inventory. Second, the total number of patterns to be used must be less than the
number of available stock materials.


si,t +

15
∑

j=1
aijxjt ≤ smax

15
∑

j=1
xj ≤ xmax

(17)

• The value of the variable donet depends on whether action xt violates the constraints
(Equation (18)). The donet takes on a value of one if the current episode ends or a value
of zero if the episode continues, and then the state is updated by the state transition
function (Equation (13)). We adopted the game concept of an episode ending when
an action violates any constraint and continuing when all constraints are satisfied to
improve the ability of the model to deal with the constraints. For a discount factor
close to one, the greater the number of future steps, the higher the accumulated reward,
resulting in a training target that continuously provides actions that meet constraints.

donet =

{
1, i f xt violate the constraints

0, else
(18)

2.5. Proposed Method
2.5.1. Two-Stage Discount Factor

When calculating the critic loss, which is based on the TD, the discount factor is critical
for determining the extent to which future rewards should be considered. The closer the
discount factor is to zero, the fewer time steps of future rewards are considered. With a
value of zero, the actor can only consider the current step.

There are two goals for our agent to achieve:

1. Avoiding violating the constraints;
2. Minimizing cost.

According to these different goals, we define an adaptive discount factor in two stages,
as shown in Equation (19). First, we set a high discount factor, meaning many future steps
are considered. When the constraints are satisfied for multiple time steps, accumulated
rewards increase. Therefore, the model is trained to satisfy the constraints continuously
in this stage. When the average number of steps of continuous actions that satisfy the
constraints is greater than 200, the discount factor is adjusted to 0.1. At this stage, the goal
of the agent is to take an action that minimizes the cost.

γ =

{
0.1, a f ter average number o f steps ≥ 200

0.9, else
(19)

2.5.2. Proposed Process

The structures of the critic and actor neural networks are presented in Figure 2. The
state is not directly inputted into the actor and critic. Instead, we use a base fully connected
network for feature extraction. The critic network is composed of two fully connected
layers with a rectified linear unit (ReLU) activation function and a fully connected layer
with no activation function. The critic output is the estimated state value corresponding to
the input state and has dimensions of B × 1, where B represents the batch size. The actor is
divided into two networks, where one outputs the mean value µ of the number of each
pattern to use, which follows a Gaussian distribution, and the other outputs the variance
σ2. Both outputs have dimensions of B × 15. Both actor networks are composed of two
fully connected layers with a ReLU activation function and one fully connected layer with
a Softmax activation function
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Figure 2. Structures of the actor and critic neural networks.

The proposed process diagram is presented in Figure 3 and Algorithm 1 summarizes the
steps of the proposed method. The proposed framework is composed of two parallel processes.
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1. Interaction for data collection (solid line in Figure 3): At the beginning of an episode,
the initial state is sampled and observed by the actor, and the actor then outputs
the mean value and variance for sampling an action from a Gaussian distribution.
After executing a sampled action, the environment returns the next state, reward,
and whether the episode is finished. If the episode is finished, indicating that the
constraints are violated, then the next episode starts, and an initial state is sampled.
Otherwise, the next state is observed by the actor to take the next action.

2. Training of the critic and actor (green dashed line in Figure 3): After each of the
32 steps of interaction between the actor and environment, the total loss, which is
composed of critic, policy, and entropy losses (Equation (20)), is calculated and used
to update both the actor and critic networks. It should be noted that if the episode
ends at time step t, the state value of time step t + 1 must be zero. Otherwise, training
will not converge. Furthermore, we propose a two-stage discount factor algorithm,
as shown in the orange box in Figure 3. Once the average number of steps over the
previous hundred training episodes is greater than 200, the discount factor is adjusted
to 0.1. Before this point, the discount factor is 0.9.
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Total loss = [ 1
B

32
∑

k=1

(
Vt,k −

(
rt,k + γVt+1,k

))2
]

+[ 1
B×15

B
∑

k=1
(rt,k + γVt+1,k −Vt,k)

15
∑

j=1
(
( µ′j,t,k−xj,t,k)

2

2 σ′j,t,k2

+ log
√

2π σ′j,t,k2)] + [−β× 1
B×15

B
∑

k=1

15
∑

j=1

log(2π σ′j,t,k2)+1
2 ]

(20)

Algorithm 1. Proposed A2C Model for a Continuous Action Space with a Two-stage
Discount Factor

Initialize actor network πθ and critic network Qθ with random parameters θ
Input β = 1 × 10−4, B = 32
Initialize discount factor γ = 0.9
Initialize memory M
Initialize total game steps gT, total rewards rT, total cost cT = 0
for each episode:

Initialize the initial state s0
While:

Get µt, σ2
t = πθ(st)

Take an action at = int(sample from a Gaussian distribution with mean µt and
variance σ2

t)
Execute action at and observe reward rt, next state st+1, and donet
Store (st, at, rt, st+1, donet) in M
gT += 1
rT += rT
cT += rT/500
Update state st ← st+1
if donet:

Calculate the average number of steps gT and mean cost cT over the last
100 episodes

if gT ≥ 200:
γ = 0.1

if the number of data in M = B:
Calculate the total loss by Equation (20).
Update critic and actor by minimizing the total loss

end for

PyTorch was used to implement the proposed algorithm. In addition to our proposed
model, we trained a model with a discount factor of 0.9 and another model with a discount
factor equal to 0.1 for comparison. The discount factor of 0.9 indicates that many steps
of future rewards are considered, and a discount factor of 0.1 indicates that few steps of
future rewards are considered. The models were trained with a fixed total number of
training steps (1,500,000 steps) instead of a fixed total number of training episodes. The
number of steps in each episode may vary according to the ability of the model to handle
the constraints. Therefore, the total number of training episodes for each model may vary.
Every model was executed on a PC with an i7-9700 3.00 GHz CPU and 32 GB of RAM.

3. Results and Discussion
3.1. Training

The results of training are discussed in terms of the average number of steps (Figures 4
and 5) and mean cost (Figures 6 and 7). Each point in Figures 4–7 represents the result
of averaging over the previous 100 episodes. The training of the model with a discount
factor of 0.1 is slower than that of the other two models obviously, resulting in much
larger training episodes, making it difficult to present those results together with others.
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Therefore, the results of the model with a discount factor of 0.1 are presented separately
from the other two models in Figures 5 and 7.
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3.1.1. Average Number of Steps

The higher the average number of steps, the better the ability of the agent to provide
actions that satisfy the constraints continuously. Figures 4 and 5 reveal a gradual increase
in the average number of steps, indicating that the agent learns to take actions satisfying
the constraints. The two-stage discount factor model (blue line in Figure 4) was trained the
fastest with an average number of steps greater than 7000 after training. The model with a
discount factor of 0.9 (yellow line in Figure 4) was trained slightly slower with an average
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number of steps of approximately 200 after training. The model with a discount factor of
0.1 (Figure 5) was trained the slowest with an average number of steps of approximately 15
after training. When the training episode is around 25,000, the average steps of the two-
stage discount factor had significant improvement, which is better than the single discount
factor. Furthermore, the partially enlarged view in Figure 4 shows the results before the
21,000th episode with an average number of steps between 0 and 200. The average number
of steps reached 200 at approximately the 20,000th episode, where the discount factor was
adjusted from 0.9 to 0.1 for training the two-stage discount factor model. A higher discount
factor considers more future rewards, indicating that the higher the average number of
steps, the higher the accumulated reward—the target for RL training. Thus, the model with
a discount factor of 0.9 demonstrated a greater ability to provide actions that continuously
satisfy constraints than the model with a discount factor of 0.1. Our two-stage discount
factor model was trained to prioritize constraint satisfaction in the first stage, enabling it to
learn more efficiently to minimize costs in the second stage. This approach allowed us to
overcome the bottleneck of the average number of steps and achieve excellent results.
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3.1.2. Mean Cost

The results presented in Figure 6 (blue line) demonstrate the excellent performance of
our proposed method that the two-stage discount factor model reaches a sufficiently low
mean cost of approximately 550 with a high average number of steps. For the model with a
discount factor of 0.9, Figure 4 reveals that the agent learned to take actions satisfying the
constraints. However, Figure 6 (yellow line) reveals that the mean cost does not decrease
with training, indicating that this model cannot achieve a low cost while satisfying the
constraints. For the model with a discount factor of 0.1, Figure 7 reveals a gradual decrease
in the mean cost, indicating that this model leaks when dealing with the constraints but
has the potential to reduce costs.

Overall, these results demonstrate that adjusting the value of the discount factor
according to the training goals in different training stages can increase the speed of training
and achieve both the goals of continuously providing actions that satisfy the constraints
and minimizing cost. The model with a discount factor equal to 0.9 considers more steps of
future rewards. Therefore, the results indicate that this model satisfies the constraints, but
with a high cost, which proves that this model is dedicated to taking actions that satisfy the
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constraints continuously. With a discount factor of 0.1, the model considers fewer steps of
future rewards; hence, the results indicate that this model provides actions with low costs
but struggles to satisfy constraints, demonstrating that this model is devoted to adopting
actions that minimize costs.
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3.2. Testing

By testing the three models for 100 episodes, we obtained the results listed in Table 5,
which reveal that our proposed model achieves the highest average number of steps and
lowest cost. Surprisingly, our model continuously provides actions that satisfy constraints
for over 10,000 interactions with a mean cost of 462.75, indicating that the proposed method
is promising for balancing the tradeoff between different goals. The discount factor with
a value of 0.1 yields the smallest average number of steps, indicating that it struggles to
satisfy constraints. The discount factor with a value of 0.9 yields the largest mean cost,
indicating that it only provides suboptimal feasible solutions.

Table 5. Test results for the average number of steps and mean cost for the two-stage discount factor,
discount factor = 0.9, and discount factor = 0.1.

Average Number of Steps Mean Cost

Two-stage discount factor 24,419 462.75
Discount factor = 0.9 342 1263.45
Discount factor = 0.1 24 986.5

Second, we tested the two-stage discount factor model over 10 simulations with
1000 steps per episode and averaged the results over previous steps. Because the other
two models were unable to provide actions for 1000 steps continuously, this test was only
applicable to the two-stage discount factor model. The results were compared to the results
of two RL models, namely, the polynomial and Fourier models, which were proposed in [7],
as well as a myopic policy, which is a reasonable heuristic for the SCSP in practice. We
obtained the results presented in Figure 8 (blue line), where the final average cost of our
proposed model is 456.3. The myopic policy (yellow line) has a final average cost of 2186.5,
whereas the polynomial (orange line) and Fourier (green line) models have final average
costs of 441.3 and 363.4, respectively. These results demonstrate that the proposed method
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significantly outperforms the myopic policy and is similar to the polynomial. Although our
model has an average cost that is slightly higher than the Fourier, our model has several
additional advantages.
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line), the polynomial (orange line), Fourier (green line), and myopic policy (yellow line) models [7].
Bands represent 95% bootstrap confidence intervals for 10 simulations.

1. Ability to satisfy the constraints: The results for the average number of steps demon-
strate the excellent ability of our proposed model to satisfy the constraints without
excessive random iterations used in the literature to ensure that the actions satisfy
the constraints.

2. Repeatability, practicality, and short training time: Our method has a small number of
hyperparameters to be tuned, which makes it repeatable, practical, and easy to train.
Furthermore, the proposed two-stage discount factor algorithm can reduce training time.

3. Intelligibility: We proposed a two-stage discount factor algorithm to adjust the hy-
perparameter of the A2C model dynamically, so our proposed model is based on a
common RL method, making it simple to understand and implement.

4. Conclusions

In this study, we proposed an A2C model, which is a RL method, for a continuous
action space with a two-stage discount factor algorithm to solve a SCSP example. Our
proposed method successfully solved the SCSP and obtained low-cost solutions. Our
model has several advantages, including the ability to satisfy the constraints, repeatability,
practicality, short training time, and intelligibility.

The two-stage discount factor algorithm trains the A2C model rapidly and achieves a
suitable balance between the two goals of avoiding violating the constraints and minimizing
cost. These promising results demonstrate the potential of the proposed method for
application to other stochastic constrained optimization problems found in a variety of
industries. Furthermore, based on the outstanding performance of the Fourier model
proposed by [7], it is expected that adding the Fourier approach to the actor network might
improve the results of our model, which would be implemented in the future.
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