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Abstract: The design of naval exhaust funnels has to take into account the interaction between the hot
gases and topside structures, which usually includes critical electronic devices. Being able to predict
the propagation trajectory, shape and temperature distribution of an exhaust gas plume is highly
strategic in different industrial sectors. The propagation of a stack plume can be affected by different
uncertainty factors, such as those related to the wind flow and gas flow conditions at the funnel exit.
The constant growth of computational resources has allowed simulations to gain a key role in the
early design phase. However, it is still difficult to model all the aspects of real physical problems
in actual applications and, therefore, to completely rely upon the quantitative results of numerical
simulations. One of the most important aspects is related to input variable uncertainty, which can
significantly affect the simulation result. With this aim, the discipline of Uncertainty Quantification
provides several methods to evaluate uncertainty propagation in numerical simulations. In this
paper, UQ procedures are applied to a CFD simulation of a single plume in a crossflow. The authors
test the influence of the uncertainty propagation of the chimney exit velocity and the main flow
angle on the plume flow development. Two different UQ methods are applied to the analysis: the
surrogate-based approach and the polynomial chaos expansion method. A comparison of the two
methods is performed in order to find their pros and cons, focusing on the different and detailed
quantities of interest.

Keywords: uncertainty quantification; CFD; exhaust plume in crosswind

1. Introduction

In the ship design practice, short funnels and tall masts are usually created, where
electronic devices (radars, antennas, etc.) are housed. This aspect can generate problems
with hot exhaust gases, which can be trapped on the ship deckhouse, exposing these areas
to high temperatures that can seriously affect ventilation, passengers’ comfort or electronic
systems failure; for a military vessel, it can cause problems to the weapon systems and
increase the infrared signature. Nowadays, the use of gas turbines as the main marine
propulsion system has exacerbated this problem compared to diesel engines due to an
increase in the exhaust gas mass flow rate and temperature. For all the above reasons, it is
crucial to accurately predict the temperature patterns in the exhaust plume. Baham and
McCallum [1] have performed full-scale measurements of exhaust plume temperatures in
a warship, suggesting a step-by-step procedure for estimating the downwind plume gas
temperature and trajectories. Kulkami et al. [2] studied the evolution of the ship funnel
over the last hundred years, the present state of modern warship funnels vis-à-vis the
location of superstructures along with various electronics and provided a review of various
studies from the 1930s.

Similar to the exhaust plume problem, many researchers in other fields have numeri-
cally and experimentally studied a single round heated jet normally injected into a crossflow.
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Starting from the 1950s, Morton et al. [3] investigated the spread of a turbulent buoyant jet
from a source. This article is the basis for the development of several plume integral models,
all based on conservation equations of mass, momentum and energy, with empirical coeffi-
cients added and some simplifications to describe the interaction between the plume and
the environment (the entrainment effect). The work by Slawson and Csanady [4] considered
first the effect of the atmosphere on the plume’s rise with a simplified model. Subsequently,
several other authors have updated the above model [5–8]. Muldoon et al. [9] performed a
DNS of a plume, while simpler applications with RANS equations and commercial software
have been developed to be routinely used. Hargreaves et al. [10] developed a simplified
simulation of a plume development: in this analysis, the authors substituted the stack
with energy and momentum sources, which generate the plume. König et al. [11] used a
numerical approach in order to compare different chimney exit configurations. Mahjoub
Saïd et al. [12] conducted a very detailed analysis on the flow field of a plume in a crossflow:
they compared the numerical simulation results with the PIV experimental measurements.

In the last decade, several studies have been conducted on the plumes or jets for
different sectors. Shah et al. [13] performed a numerical study for a sonic jet from a blunted
cone to provide possible directional control in a supersonic crossflow by solving the
unsteady Reynolds-averaged Navier–Stokes (RANS) equations. Xing et al. [14] presented
a reduced-scale field experiment to model a CO2 blowout for the purpose of acquiring
concentration distribution in the flow field; a CFD code was used to analyze the interior
structure of the CO2 plume. Oliveira et al. [15] numerically simulated an MDI spray plume
by considering the spray droplets and evaporation. Jatale et al. [16] performed an LES
of a helium plume, validating it through experimental measures from Sandia National
Laboratory. Olsen and Skjetne [17] simulated the underwater bubble plumes emerging
from a subsea release of gas to demonstrate that the choice of mass transfer coefficient
strongly affects the amount of gas dispersion. Brusca et al. [18] developed a Gaussian
plume mathematical model to study the emission of particulate matter by varying the
wind velocity and PM mass flow rate. Toja-Silva et al. [19] presented a CFD model of
carbon dioxide dispersion from a natural-gas-fueled thermal power plant in an urban
environment; the characteristics of the CO2 plume were analyzed by comparing it with a
Gaussian plume model. Tominaga and Stathopoulos [20] simulated the flow dispersion
around an isolated cubic building model with tracer gases released from an exit behind
the building with different buoyancy models. Wang et al. [21] investigated, with a very
simple scaled model, the starting plume rising from a mountain due to the transient
natural convection of the sun’s radiation; the importance of the thermal boundary layer
was underlined for the transient flows. Granados-Ortiz et al. [22] studied the influence
of both experimental and parametric uncertainty from the turbulence intensity in the
computation of an under-expanded jet flow. Sedighi and Bazargan [23] investigated the
mixing and merging of buoyant exhaust plumes originating from multiple small cooling
towers in the atmosphere, focusing on the counter-rotating vortex pair as the dominant
mechanism affecting the flow pattern. Bai et al. [24] used an existing meteorological model
to study SO2 diffusion from a single ship. Baum and Gibbes [25] investigated near-field
brine discharge dynamics for a desalination plant offshore; different longshore crossflow
conditions were examined to quantify the impact distance, dilution and terminal rise.
Liu et al. [26] experimentally studied the evolution of the fire plume centerline temperature
for risk analysis by revealing the effects of the ullage height. Dewar et al. [27] developed a
new multi-phase leakage plume model integrated with coastal hydrodynamics to predict
CO2 and pH. Wang et al. [28] combined a CFD code with the Dijkstra algorithm to simulate
toxic gas dispersion to calculate the optimal route with the minimal total inhaled dose by
varying the wind direction. Zhang et al. [29] studied a bubbly jet crossflow to explore the
hydrodynamics using OpenFOAM; the effects of ambient crossflow on bubbly jet behaviors
were systematically examined. Hu et al. [30] studied offshore ship emissions in port cities
through a drone model.
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The experience gained by the authors on ship exhaust fumes propagation has con-
firmed how much the trajectory and shape of a chimney plume can be affected by the
uncertainties of external (wind flow characteristics) and internal (exhaust gas fluid dynam-
ics characteristics at the chimney exit) parameters. The use of Uncertainty Quantification
can support the understanding of physical problems. A single plume in a crossflow case is
considered in the present analysis in order to demonstrate the use of UQ techniques for
the specific problem and its potential for more complex cases, such as fume evolution on a
ship deckhouse. The use of Uncertainty Quantification (UQ), to improve the accuracy and
reliability of numerical simulations, is increasingly effective in many engineering fields for
industrial applications thanks to recent improvements in both soft-computing algorithms
and hardware performance [31–34]. With the use of the UQ techniques, it can be quantified
how uncertainty propagates through the physical problems and how it can affect the simu-
lation results. Computational fluid dynamics (CFD) is one of the latest disciplines where
UQ techniques have been exploited with increasing relevance. The recent developments in
response surface methodology (RSM), which is normally very effective for optimization in
design processes [35,36], have also led the way for the application of UQ to this field [37–39].
Several UQ methods have been applied in stochastic fluid dynamics problems, including
Monte Carlo (MC—whose accuracy is affected by the sampling point number), perturbation
method, moment method and surrogated models. The latter has been developed in order
to investigate uncertainty propagation problems, such as polynomial chaos expansion
(PCE) [40–43], low-rank tensor approximations [44], Gaussian process modeling [45], the
radial basis function (RBF) [46], machine learning methods (using artificial neural networks
(ANNs) [47]) and deep learning models [48]. Xia et al. [49] introduced a non-intrusive
polynomial chaos method (NIPC) to quantify the uncertainty of resistance, sinkage and
trim of the Japan Bulk Carrier model advancing with an uncertain speed in shallow water;
the NIPC was compared to the MC, showing its higher efficiency in UQ.

This research group’s interest in fluid dynamics modeling of turbulent flows in indus-
trial or environmental applications [50–53] has motivated the authors to test UQ methodolo-
gies in the CFD simulation of a 3D plume, starting from a cylindrical chimney and subject
to a crossflow, which is a relevant case for all the practical applications listed above. The
main target of this paper is to demonstrate the use of UQ methods in the CFD simulation
of a plume in a crossflow in order to evaluate how uncertainties from the input variables
can affect the uncertainty of the results. The selected input variables are the exit velocity of
the fumes, vf, and the crossflow angle, α.

Two different methods for uncertainty propagation are introduced using an automated
procedure into an open-source software platform (Dakota [54,55]): the surrogate-based
approach (SB) and the polynomial chaos expansions (PCEs). The former is based on the
construction of a Design of Experiments (DoE) to represent the model response to the
variation in a defined set of input variables within a certain design space. The values of
the input variables are selected through a random sampling algorithm, the Latin hyper-
cube sampling (LHS) method. From the validated DoE (simulation of the full set using
3D CFD), the surrogate model is generated through a Gaussian process approach. The
UQ analysis, based on hundreds of samples, can be efficiently performed, with limited
computational cost, thanks to the use of the meta-model instead of the “physical model”
(3D CFD simulations). The latter approach is based on a multidimensional orthogonal
polynomial chaos approximation (PCE) formed with standardized random variables. In
Dakota, the PCE approach uses the Wiener–Askey scheme with different polynomials for
modeling the different probability distributions (e.g., Hermite polynomials for normal pdf
and Legendre polynomials for uniform pdf) [54,55]. Both methods are applied to the plume
problem in order to discuss the advantages and disadvantages.

The scope of this work is to set up an effective and efficient UQ approach for the plume
identification and evolution analysis that will be the reference procedure to use in practical
applications, such as ship deck layout designs (subject to the propulsion system exhaust
gases) or environmental problems related to plume evolution from industrial processes.
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2. Numerical Model
2.1. Governing Equations

The physical–mathematical problem is set by the Reynolds-averaged Navier–Stokes
equations. The conservation of mass and momentum are written in the Eulerian conserva-
tive divergence form:

∂ρ

∂t
+O·

(
ρ
→
u
)
= 0 (1)

∂
(

ρ
→
u
)

∂t
+O·

(
ρ
→
u ×→u

)
= −OP +O·τ + SM (2)

where τ is the tensor of the normal and tangential stress due to viscosity, and SM is the
momentum source. The turbulence closure adopted to model the momentum source (the
Reynolds stress tensor) is the standard, k–ε [56,57]. This model has been applied to different
industrial fluid dynamics applications [58,59]. The additional transport equations of the
model are:
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In these equations, Gk represents the generation of turbulent kinetic energy due to the
mean velocity gradients; Gb is the generation of turbulent kinetic energy due to buoyancy;
YM represents the contribution of the fluctuating dilatation in compressible turbulence
to the overall dissipation rate; and Sk and Sε are source terms. The turbulent (or eddy)
viscosity, µt, is computed by combining k and ε:

µt = ρCµ
k2

ε
(5)

All the model coefficients are set in accordance with Ansys CFX, the commercial
software adopted for the following numerical setup [60].

Finally, the resolutions of the energy equation in the fluid domain can be calculated
with the following equation:

∂(ρht)

∂t
− ∂p

∂t
+O·(ρuht) = O·(λ∇T) +O·(u·τ) + u·SM + SE (6)

where the total enthalpy is equal to:

ht = h +
1
2

u2 (7)

2.2. CFD Model

In order to simulate the plume and apply the UQ techniques, a chimney with a circular
section of 10 [mm] and a height of 76 [mm] was considered. The external domain and
chimney geometric characteristics are very close to that proposed by Mahjoub Saïd et al. [12]
to be used for the CFD model validation. In particular, the chimney is located at 200 [mm]
from the inlet and at 250 [mm] from the outlet, while the external computational domain
has a parallelepiped shape with a lateral length of 450 [mm] and a height of 250 [mm]
from the ground. All the geometrical characteristics of the fluid domain considered in this
study are reported in Figure 1. A realistic order of magnitude for the scaling factor between
the model and the prototype could be 1:100. However, the scaling factor can be different
according to the application: in naval engineering, the exhaust funnel exit diameter varies
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due to the size and type of the engine (diesel, gas turbine, propulsion, generator, etc.) from
less than 1 [m] to few meters.
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Figure 1. Fluid domain geometrical dimensions (mm)—(a) side view and (b) top view.

The computational domain was discretized with a multiblock structured hexahedral
grid with Ansys ICEM CFD 14.0 software. An O-grid block was generated around the
chimney; the size of the O-grid block extends within a radius of almost 130 [mm] around
the center of the funnel and has a variable cell size from almost 0.1 to 5 [mm]. In fact, near
the walls, a minimum cell size was used to guarantee a Y+ of about 30 in order to activate
the wall function modeling; a cell growth rate of 1.1 was adopted to de-refine the mesh
toward the external boundaries. Cross blocks were generated in order to optimally control
the distribution of the nodes. In the vertical direction, a uniform cell distribution was used.
This grid was set up and selected after a sensitivity analysis in order to have negligible
variation in the velocity profiles in a set of control stations. In Figure 2, a mesh cut plane in
a vertical mid plane and a top surface mesh are reported.

The CFD software used for the simulations and post-processing was ANSYS CFX.
The turbulence closure model chosen is the standard k–ε, which offers good results with
stronger numerical stability for turbulent exhaust plumes [61,62]. The total energy option
to solve the energy equation with respect to enthalpy was activated. The fluid modeled
is air, treated as a perfect gas. The following boundary conditions were imposed: at the
inlet of the external domain, the velocity and its direction (without atmospheric boundary
layer), a uniform static temperature of 300 [K] and a uniform turbulence intensity equal
to 5% were set for the crossflow. Uniform velocity and static temperature (600 [K]) with a
medium turbulence intensity were fixed at the chimney exit. The opening condition with
the ambient reference was set for the surfaces of the external domain; the chimney and
ground surfaces were modeled as adiabatic walls with no-slip conditions. The same values
used in [12] were fixed as boundary conditions. Finally, all the equations were solved for
steady flow and with second-order numerical schemes.
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2.3. Validation

For validation purposes, the reference control sections in Figure 3 were used.
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Figure 3. Control stations—axial coordinate from origin (duct centerline).

In Figure 4, a comparison of the flow velocity components in the x and z directions, for the
first control section, is reported. The results are generally in good agreement except for the peak,
which is slightly underestimated for U (x-component) and overestimated for W (z-component).
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The results for U velocity at the x = 16.7 [mm] section (Figure 5a) are very close to
the experimental data, whereas the W component (Figure 5b) is far from the reference
data. The authors of the reference paper discussed this problem and concluded that the
measurements could have had large inaccuracy because the section had been placed in
the wake region where the velocity modules are very small and give large measuring
errors. Additionally, the Reynolds tensor components u’u’ and w’w’ were calculated and
compared to the experimental data. The charts in Figure 6 compare the data for the second
control section at x = 16.7 [mm], showing a good match of the numerical results with the
experimental data. With the above validation, the CFD model is considered adequate for
the plume characterization and for its systematic use in the UQ analysis.
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3. Uncertainty Quantification Models
3.1. Surrogate-Based Sampling Method

This type of approach involves the use of a procedure marked by several fundamental
phases. The first phase consists of building the DoE through a sampling technique such
as the Monte Carlo (MC) method or the Latin Hypercube (LHS) method. The sampling
of the input variables considered is obtained within the predetermined variation ranges.
Through an automated procedure, the simulations are carried out with the sampled input
parameters, and for each simulation, the results of the Quantities of Interest (QoI), i.e., the
response quantities of the system, are reported. Once the DoEs for the response variables
are obtained, the meta-model or surrogate model is built based on the validated DoE.
Among the possible techniques that can be exploited, one of the most used is the Gaussian
process method. The response surface approximated using the GP can be represented
through the following expression [54,55]:

f̂
(−

x
)
≈ −g

(−
x
)T−

β +
−
r
(−

x
)T=

R
−1(−

f −
=
G
−
β

)
(8)
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where x represents the current point in a parametric space of n dimensions; g(x) is the
vector of the basic trend functions calculated for x; β is the vector containing the estimate
of the quadratic deviations in the coefficients of the functions; r(x) is the correlation vector
of the terms between x and the points of the DoE; R is the correlation matrix for all points;
f is the response vector; and G is the matrix containing the trend functions evaluated at
all points. A Gaussian correlation function is used to calculate the terms in the correlation
vector and matrix, and the correlation parameters are obtained using a procedure called
maximum likelihood estimation (MLE) [54,55].

3.2. Polynomial Chaos Expansion Method

The approximation is based on orthogonal polynomials, known as the Wiener–Askey
scheme, which determines an optimal basis for multiple continuous probability distribu-
tions. The set of polynomials is used as an orthogonal basis to approximate the functionality
between the stochastic response and each of the random inputs. The expansions for an
answer, R, take the form [54,55]:

R =
∞

∑
j=0

αjψj(ξ) (9)

where αj are the deterministic coefficients to be calculated, ψj are the orthogonal basis
of polynomials and ξ is the vector of independent random variables. In our case, the
expansion is approximated to a finite number of variables (the input variables) and to a
finite expansion order so:

R =
P

∑
j=0

αjψj(ξ) (10)

The PCE method allows for evaluating the model in a “strategic” way (through
sampling, quadrature rule . . . ) in order to evaluate αj, the coefficients of the orthogonal
polynomial approximation of the response. The quadrature method is very efficient if the
number of stochastic input variables is small. On the contrary, when the number of input
variables is considerable, the approach runs into the phenomenon defined as the curse of
dimensionality [54,55], which causes an exponential increase in the number of simulations
required, making it not attractive with respect to the surrogate-based approach.

4. UQ Analysis: Uncertainty on Exhaust Gas Outlet Velocity vf
4.1. Sensitivity Analysis of vf

One of the most important parameters, which determines the plume evolution, is the
velocity ratio, R, between the velocity magnitude at the chimney exit (vf ) and the crossflow
velocity (V):

R = v f /V (11)

The R variation has major effects on plume development, implying the change in
both plume height and trajectory. The variation in vf was analyzed. Five simulations were
performed with vf changed in the range of 16–24 [m/s], a resolution of 2 [m/s] and a fixed
crossflow velocity equal to 8.0 [m/s]. The effect of the parameter is shown in Figure 7. In
this picture, the contour maps of the plume temperature (this identifies the plume area) in
a cross-section seen from the front (view from the incoming wind) are compared: as the vf
increases, the height of the plume and the area of the map increase. In this view, there is
symmetry with the chimney axis, and the flow structure has two counter-rotating vortices
that dominate these contour maps.

To proceed with UQ analysis, the Quantities of Interest (QoI) have to be defined in
order to characterize the plume flow changes with the input variable variations. A set of
four control points (whose position with respect to the funnel center is reported in Table 1)
and five control surfaces were placed behind the chimney in a section 30 [mm] from the
axis, as shown in Figure 8a,b. Using the points as temperature probes and storing the
maximum temperature on the surfaces, the trajectory changes in the plume can be detected
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and quantified. Moreover, the variation in the plume area on this surface is computed and
stored (Figure 8c) in order to quantify the plume cross-section variation.
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4.2. UQ Analysis of vf: Surrogate-Based Approach

The procedure consists of the creation of a DoE for the system response in the range of
input variable variations. A DoE of 64 conditions was built and simulated using the above
CFD model. The obtained variations for certain QoI are reported in Figures 9–11. Only the
output variables that showed a significant variation in the established range were considered.
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Starting from the DoE values, the response functions (surrogate models) for the above
QoI were obtained using the Gaussian process method. The UQ analysis is performed with
LHS sampling on the above meta-models using 500 samples.

At first, a uniform distribution of the variable, vf (see Figure 12), in the range of
15–25 [m/s] was considered. The histograms depicted in Figures 13–15 show the uncer-
tainty distribution of the QoI. It can be noticed that the trend of the histograms is always
different from the uniform input distribution. Only the cross-section area of the plume has
a uniform uncertainty distribution (Figure 11), which testifies to a linear relationship with
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the input. Moreover, the variations in QoIs are not negligible, especially if compared to the
uncertainty level of the input variable.
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Figure 13. Pdf of control point temperature measurements with uniform input distribution of vf.

These results confirm the hypothesis that a relatively small change in the vf can cause
a significant change in the QoI and, consequently, in the plume evolution.

A more representative analysis is performed with the introduction of a normal proba-
bility density function (pdf) for the input variables, which can more realistically simulate
the uncertainty related to the gas velocity found at the exit of an exhaust funnel. An
example is shown in Figure 16: it has a mean value centered in the range of (20 [m/s]) with
a standard deviation of 2 [m/s], which is the estimated uncertainty of the variable, selected
from the experience of previous works [37–39]; the aim is to verify the effect of a small
deviation from the mean.
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The above uncertainty propagation through the model leads to the output QoI distri-
butions shown in Figures 17–19. As in the previous analysis, the probability distribution
of the output QoI is, in general, different from a Gaussian trend except for the area. This
means that, given a normal input velocity distribution, the resulting output pdfs are non-
symmetrical with respect to the mean value, with a shift in more probable values to higher
temperatures (see Tmax,1 in Figure 18) or to ambient conditions (see Tpoint,4 in Figure 17).
For the plume area, on the other hand, an almost linear correlation between the QoI and
the vf makes the pdf similar to a normal distribution; this leads to an immediate prediction
of the surface that can be affected by the highest temperature values and gradients. The
uncertainty propagation is quantified by the values of standard deviation, σ, in the output
pdf reported in Table 2. Compared to a σ value of 10% with respect to the mean, the
uncertainty obtained for the output can be relevant.
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Table 2. Main statistical moments for the output probability density function distributions.

Mean σ σ/m (%)

Tmax,1 401 [K] 14.3 [K] 3.6
Tmax,3 413 [K] 12.9 [K] 3.1
Tmax,4 339 [K] 13.6 [K] 4.0
Tpoint,2 396 [K] 6.0 [K] 1.5
Tpoint,3 369 [K] 26.0 [K] 7.0
Tpoint,4 318 [K] 17.6 [K] 5.5
Area 1.19 × 10−3 [m2] 6.34 × 10−5 [m2] 5.3
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4.3. UQ Analysis of vf: Polynomial Chaos Approach

The PCE method has a great positive impact on UQ problems where the number of input
variables subjected to uncertainty is less than five [54,55]. In these cases, the analysis can be
performed with a limited number of simulations to build the meta-model based on polynomial
approximation. For this reason, the PCE can be a valid alternative method to perform an analysis
of the plume in a crossflow. Only 16D CFD calculations were carried out to build the PCE
method, instead of 64 CFD simulations, as in the previous method. The results for a selection of
QoI obtained using a normal pdf for the input variable, vf, are shown in Figure 20. In the figure,
the results are compared to those of the meta-model-based approach.

The comparison for the distributions obtained with the PCE method highlights a very
good match with the results from the surrogate-based approach. The PCE method has a
significantly reduced computational cost for the UQ analysis with the same output as the
more expensive surrogate method.
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5. UQ Analysis: Uncertainty on Incoming Wind Angle α
5.1. Sensitivity Analysis of Wind Direction α

As for the exit velocity, a set of simulations were performed varying the wind angle
for a preliminary sensitivity analysis, which is useful to identify the input variable range
and to check the system response to different values of this input parameter. With a fixed
velocity ratio R = 2.0, the α is varied in the range [0.0,10.0] with 2.0 deg of resolution; this
is the wind angle in the horizontal plane with respect to a normal crossflow (as seen in
Figure 1). The effect of the flow angle variation on the plume flow structure is shown in
Figure 21, where the contour maps of temperature are drawn in a plume cross-section seen
from the front (view from the domain inlet).

The effect of α generates a shift in the plume and its flow structure with the counter-
rotating vortices according to the main flow direction and does not significantly affect the
shape and the surface dimension of the plume cross-section.

5.2. UQ Analysis of α: Surrogate-Based Approach

In order to evaluate the influence of the uncertainty related to this parameter, a UQ
analysis was performed in the range explored in the previous section. The QoI recorded
are the temperatures in points 1-5-6-7, as depicted in Figure 8. The DoE is made of
64 simulations, and the results are shown in Figure 22.
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Figure 23 shows the pdf histograms for the QoI with a Gaussian distribution of the
input variable, α, in the range [0.0,10.0] degree, with a mean value of 5 degrees and a
standard deviation of 1 degree (see Figure 24).

The mean and standard deviation in the output distributions can be obtained and are
reported in Table 3.

The uncertainty of the temperature can be considered almost negligible, considering
that the σ of the input variable is 20% of the mean value.
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Table 3. Main statistical moments for the output probability density functions.

m (K) σ (K) σ/m (%)

Tpoint,1 381 4.3 1.135
Tpoint,5 406.5 3.9 0.975
Tpoint,6 372.7 16.4 4.414
Tpoint,7 308.5 5.2 1.704

5.3. UQ Analysis of α: Polynomial Chaos Approach

To complete the set of analyses, the PCE approach was tested also for this case. Only
six calculations were performed to set the polynomial chaos method. The obtained results
from the same analysis performed using the surrogate models are very similar to those
obtained with the surrogate-based approach, as shown in Figure 25.
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6. Conclusions

A plume in a crossflow is a reference case study for many practical applications in
industrial and environmental flows, and the experience gained with the above research
activity, together with the UQ software platform setup, is a precious background for the
setup of more articulate applications in practical cases. The results from this work can be
useful as a first reference for plume evolution in a large variety of situations for industrial
and environmental applications.

In this paper, an original method for plume identification was presented, and a set of
QoI was introduced to understand and quantify the effects of uncertainties for the input
variables (vf and α) on the evolution of a plume in a crossflow. As a general outcome, it was
highlighted that the variation in the exit fume velocity (velocity ratio R) has a significant
impact on the plume flow structure, while the uncertainties of the incoming wind flow
angle, α, are much less important. It was verified that even with a uniform uncertainty
distribution, the outputs obtained from the UQ analysis show a relevant asymmetry and
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non-uniformity due to the strong non-linearity of the physical problem. The above results
were obtained with both surrogate-based and polynomial-chaos-based UQ methods. The
limited computational efforts needed to set up the PCE method make this approach very
attractive for industrial applications where a limited number of input variables affected
by uncertainty is considered. The simulation model coupled with the UQ techniques
presented in this paper demonstrates the need for this kind of analysis to reduce the risk of
a weak design solution or wrong conclusions when the most relevant input parameters are
uncertain. The exhaust plume evolution problem is certainly part of the above situations;
the results are frequently crucial in critical industrial or environmental problems, especially
when legal aspects may be involved. The effects of uncertainty could support the evidence
or not, from guilt or innocence.
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Nomenclature
A Surface area
h Enthalpy
k Turbulent kinetic energy
m Average
p Static pressure
R Velocity ratio
t Time
T Temperature
u Velocity
vf Velocity magnitude at chimney exit
V Crossflow velocity
y+ Non dimensional boundary layer distance from wall
α Wind angle in the horizontal plane with respect to the normal crossflow
ε Rate of dissipation of turbulent kinetic energy
µ Viscosity
ρ Density
σ Standard deviation
τ Tensor of tangential and normal stress
Subscript
t Total
Acronyms
ANN Artificial Neural Network
CFD Computer Fluid Dynamics
DNS Direct Numerical Simulation
DoEs Design of Experiments
LES Large Eddy Simulation
LHS Latin Hypercube Sampling
MC Monte Carlo
MLE Maximum Likelihood Estimation
NIPC Non-Intrusive Polynomial Chaos
PCEs Polynomial Chaos Expansions
QoI Quantities of Interest
RANS Reynolds-averaged Navier–Stokes
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RBF Radial Basis Function
RSM Reynolds stress model
SB Surrogate-Based approach
UQ Uncertainty Quantification
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