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Abstract: In Wireless Network Control System (WNCS), a study approach is relevant for the devel-
opment and analysis of control strategies that provide the operation of dynamic systems. Among
the real characteristics of the communication channels, a packet loss is one of the main deficiencies
present in the transmission of data in a wireless network. For a dynamic system in the presence
of losses, a filtering technique makes it possible to estimate system states using process output
measurements and to mitigate a performance drop. It is important to study packet losses in Wireless
Network Control Systems because packet loss can severely degrade the network performance. Wire-
less networks are particularly vulnerable to packet loss due to factors such as interference, fading
and signal attenuation. The present work analyzed the behavior of a real WNCS plant at different
levels of packet loss using the IEEE 802.15.4 protocol. Also, we propose a compensation model for
packet loss using the Kalman filter. The packet loss process is based on a Gilbert-Elliot model and is
compared with a Proportional-Integral-Derivative (PID) controller. The results show that by applying
Kalman filters it is possible to improve the operation of the process in case of losses during data
transmission. It was observed through the simulation that it is possible to reduce the error of the
system output in relation to the reference in the presence of packet loss. For a loss ratio of 30%, the
observed improvement in the system behavior with the use of the Kalman filter was 26.1%.

Keywords: control mesh; packet loss; system control network; WNCS; Kalman filter

1. Introduction

The industry has been studying and exploring the use of wired and wireless technology
in various areas, including monitoring, automation and control. The primary advantage
of using wireless technology is the lower installation cost, both in terms of finances and
labor effort, as well as increased flexibility in device distribution, such as sensors and
actuators [1]. As a result, new technologies like Wireless Sensor Networks (WSNs) have
gained global attention [2–4], especially with the proliferation of Micro-Electro-Mechanical
System technologies, which has facilitated the development of intelligent sensors [5].

Industrial environments are major users of wireless technologies, and their use
presents significant challenges due to the high quality requirements expected in these
networks. Factors such as latency and ambient noise can impact the performance of a
Wireless Sensor Network (WSN) [6]. These issues, among others, are prevalent in au-
tomation systems due to the growing complexity of industrial plants. In this context,
Networked Control Systems (NCS) have gained considerable attention [7,8], including
efforts to prevent attacks on these networks [9]. In industrial networks where the controller
and plant are physically separated, the elements are connected through a communication
network to close the control loop, giving rise to the NCS concept [10]. Figure 1a shows
a simple closed-loop system. In closed-loop control systems, signals are transmitted be-
tween the cascading elements, allowing the system to continually use the communication
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network for new transmissions. This mechanism is called multiple-loop, improves system
linearization and reduces the impact of noise. However, NCS problems inherent in control
applications can be difficult to detect and identify due to the variations and uncertain-
ties introduced by the communication network, such as delay, packet loss, interference,
bandwidth and instabilities [11].

According to [12], NCS have several key issues that directly impact system stability.
These include bandwidth limitations due to synchronous data communication, sampling
and delays, where the information must be sampled, digitally encoded, transmitted and
decoded; which may cause network delays and packet loss during transmission, usually
at the physical layer or due to lack of memory (buffer overflow) caused by congestion.
These problems can significantly impact the performance of the control mesh, and may
even render it unstable or inoperable.

The development of wireless technologies such as IEEE 802.11 (WLAN, Wireless Local
Area Network) [13], IEEE 802.15 (WPAN, Wireless Personal Area Network) and IEEE
802.16 (WMAN, Wireless Metropolitan Area Network) have expanded the use of these
technologies in the industry. Among these communication patterns, the WPAN IEEE
802.15.4 represents an emerging standard for monitoring and controlling NCS networks [14].
The possibility of using wireless networks in NCS and promoting interoperability between
networks led to the emergence of Wireless Network Control Systems (WNCS) [15–17],
as shown in Figure 1b.

Ethernet Networks

Controler

Actuator Plant Sensor

Controler

Actuator Plant Sensor

Wireless Network

(a) (b)

Figure 1. (a) Representation of a NCS and (b) Representation of a WNCS.

However, as wireless sensor networks and network control systems continue to ex-
pand, the challenges of obtaining more reliable and efficient control systems increase
considerably. For the development of more reliable systems, a multidisciplinary approach
is needed in NCS/WNCS, including communication network technologies, signal pro-
cessing and dynamical system control theory; so that a system can be remotely controlled
with the reliability of a dynamic system [18,19]. In WNCS, packet loss is one of the most
common factors that decrease the stability of the control system [20,21].

Due to the multidisciplinary approach in WNCS, simulations of network control
systems play an important role in the stages of development and analysis of controller
performance. Control and management in WNCS networks not only allow the development
of a new variety of control systems but also enable better estimation of new parameters.
In the current literature, the use of different techniques in network control systems has
allowed rapid growth in WNCS. To assist in this development, the use of filters has gained
great interest. For a dynamic system in the presence of packet loss during transmission,
the purpose of the filter is to estimate the states of the system using noise output data
measurements. The use of Kalman filters allows the use of recursive algorithms to minimize
the variation of this error [22]. WNCS instability increases the challenges for better systems.
For this reason, there is a need for accurate models for transmission channels and analysis
of controllers to mitigate the effects of packet loss [23].

To improve the modeling of WNCS, it is essential to collect reliable data that represents
real environments. The real characteristics of communication channels, such as packet loss
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are generally not used to develop reliable control models, thus highlighting a significant
research gap [24].

In WNCS, packet loss can cause delays, errors and loss of control, which is especially
problematic in critical applications such as industrial automation, healthcare and trans-
portation. To improve reliability and performance, researchers and engineers study packet
losses and develop methods to compensate for them, such as error correction, retransmis-
sion and prediction using Kalman filter, for example. Physical layer improvements can also
reduce the likelihood of packet loss.

In this paper, a new prediction model based on Kalman filter is presented, aiming to
analyze the behavior of the process when packet loss occurs. The results were collected
from a closed-loop control plant using IEEE 802.15.4 wireless communication. The use
of this protocol was based on previous studies in [25,26]. The Gilbert-Elliot model was
used to simulate packet loss process. This paper presents two main contributions: first,
the performance analysis of the Gilbert-Elliot model for modeling packet loss from a real
control plant, where the calibration parameters of the model were obtained as a function
of the loss ratio for the evaluation of WNCS; second, the application of the Kalman filter
to obtain the reduction of the error associated with the operating behavior of the plant
when failures occur during transmission due to packet loss. The comparison between
non-compensated and compensated behavior was performed using two metrics: RMSE
(Root Mean Square Error) and R2, which evaluate the performance of the feedback system.

The remainder of this paper is organized as follows: Section 2 presents the main
related works. Section 3 describes the scenario test-bed and the proposed method. The
main results are presented in Section 4. Finally, some concluding thoughts are summarized
in Section 5.

2. Related Works

This section presents a brief overview of packet loss in wireless systems and the main
papers developed for controlling systems using WNCS. Packet loss may be understood
as a packet that is sent over the network but is not correctly received by the receiver.
During transmission, this loss can occur for several reasons in the Physical (PHY) or
Medium Access Control (MAC) layers [27]. Determining the causes of packet loss is
important, as it allows for a better description and estimation of the model that represents
this behavior. Packet loss in a wireless network can be divided into three categories: losses
resulting from low signal strength (RSS), losses resulting from collisions caused by multiple
transmitters using the same transmission channel and losses resulting from collisions
caused by asynchronous transmissions, which is caused by hidden terminals [27]. It is
observed that other parameters are also important for understanding these losses, such as
low signal power levels, physical obstacles causing signal fading, noise, competition in
the channel causing collisions or loss of memory buffers in transmitters, access points and
receivers [28].

The authors in [20] analyzed the performance of a WCNS that used an alternative PID
controller under packet loss conditions. They also studied a predictive PI controller (PPI),
based on delay data and end-of-course processes. The PPI allows for model compatibility,
maintains the PID simplicity in terms of adjustable parameters and produces an improved
performance in terms of system overshoot, rising time and absolute integral error [29].

The application of H∞ filters as controllers are applied in WNCS in low bandwidth [30]
or in investigations of the problems by using the same filter in closed-loop systems [31].
The application of stochastic networks based on delay and packet loss is used in the devel-
opment of linear controllers in closed-loop plants from the use of wireless networks [32].
In many wireless systems, the real-time control of tasks is performed through scheduling
algorithms that prioritize the tasks of collecting and managing the transmitted data [33].

Also in closed-loop systems, system topologies based on Linear Matrix Inequality
(LMI) algorithms for an optimal controller and wireless network systems are applied while
network performance is measured. This approach assists the controller in the stabilization
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of the closed-loop system and provides the means to connect the sensors and actuators of
the plant to the inputs and outputs of the controller [34]. Furthermore, the investigation of
predictive controllers in models triggered by events in transmission channels with packet
loss [35].

Although a wide range of controller applications for WNCS is observed, the spe-
cific use of Kalman filter [36,37] still represents a small number of controllers in wireless
networks, but commonly observed in WSN. The main studies are done in Kalman filter
modifications to maintain operational normality in the event of interference from other
wireless channels [38], estimation of WNCS states to obtain the best coverage area [39]
and treatment of intermittent measurements [40]. Also using Kalman filter, the authors
in [41] proposed a delay compensation in NCS and [42] examines output feedback con-
trol of WNCS where there are separate links between the sensor-to-controller and the
controller-to-actuator.

Markov chain presents one of the main packet loss model for wireless networks [27].
The Markov models facilitate better description of losses stochastic sequence. In this sense,
the authors in [43] proposed a simple model of packet loss in WNCS over IEEE 802.11b
with four-state Markov chain. In [23], it was used a packet loss model based in two-state
Bernoulli model over a WNCS. The Bernoulli model was also used for events discrete con-
trol in [44], adding a Kalman filter modified in WNCS. The model showed the environment
from transmission successful or not of data in a closed-loop communication. For [45], the
development of a tolerant losses design for WNCS can be used from probability packet
loss process. Different of previous works where packet loss was used, in [46] the delay
was used to verify the stability and compensation performance over IEEE 802.11 network.
The IEEE 802.11 standard is commonly used for communication, but [47] considers a NCS
composed of several control loops that share the same IEEE 802.15.4 network, where was
proposed a distributed control strategy to reduce the energy expenditure of the network in
terms of the number of transmissions and idle listening periods, but was not analyses a
compensation or stability of packet loss. The delay compensation was proposed in [48],
and a time-varying Kalman filter was designed for state estimation and feedback control
of system.

The paper [49] addressed the issue of state estimation in NCS with lossy network
communication, which can lead to inaccuracy or delays in state information. The authors
proposed an event-based state estimation method that uses state information only when it is
necessary to update the state estimate. This helps reduce the amount of network communi-
cation required, which is particularly important in low-bandwidth wireless networks. The
paper presents a theoretical analysis of the performance of the proposed method, as well
as simulation results that demonstrate its effectiveness compared to other state estimation
methods. Also, the authors in [50] addressed the issue of performing Kalman filtering over
a packet-dropping network using Round-Robin protocol scheduling. The authors proposed
a new Kalman filter structure that can handle the situation where multiple sensors transmit
data to a control center over a network that is subject to packet loss. The proposed method
utilizes a Round-Robin protocol scheduling scheme to ensure that data from each sensor
is transmitted to the control center in a timely manner. The authors also provided an
analysis of the stability and performance of the proposed filter. Overall, the papers are
relevant to researchers and engineers interested in designing and implementing networked
control systems with lossy network communication, providing a promising solution for
state estimation in such systems.

Unlike previous studies, this study seeks to quantify the effect of packet loss in a
specific plant based on a feedback control system with wireless communication operating
under the IEEE 802.15.4 protocol, and evaluate the reduction of this performance degrada-
tion with the uso of the Kalman filter. Table 1 shows the simple comparison of the works
related to our proposal.
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Table 1. Comparative works.

Reference [51] [20] [29] [30] [31] [32] [33] [47] [34] [35] [37] [38] [39] [47] [46] *

WNCS X X X X X X X X X X X X X X X
Packet loss parameter X X X X X X X X X
Gilbert-Elliot model X
IEEE 802.15.4 X X X
Real plant analysis X X
Simulation X X X X X X X X X X X X X X X X
Kalman filter X X X
Compensation error X X X X

* Proposed method in this paper.

3. Methodology and Proposed Model

This section describes the scenario in which technical data were collected and presents
our proposed model. The setting in which the data were collected provides important
contextual information that can help readers better understand the findings and conclusions
presented in this paper. Furthermore, presenting the proposed model in this section enables
readers to better understand the theoretical framework and approach adopted by the
authors. This can help readers to assess the validity and applicability of the proposed
model in their own research or practice.

Herefore, after obtaining the plant data through the IEEE 802.15.4 protocol, using the
Gilbert-Elliott model and recognizing the packets that formed the behavior of real losses,
the behavior of simulated losses was determined and the algorithm was defined to mitigate
the effect of losses. In addition, the continuous control system of the plant was converted
to a discrete system through the MATLAB platform to evaluate the digital WNCS.

3.1. Sample Collection

Sample collection is a critical process to ensure the accuracy and reliability of the
results obtained from the collected samples. Therefore, it is important to perform the
collection using appropriate techniques and specific protocols for each type of sample.

The scenario used to collect the behavioral data transmission information is presented
in Figure 2. The proposed WNCS consists of a control plant with the objective of controlling
the direction of rotation and the speed of a DC motor. The wireless control network follows
an end-to-end topology between two XBee Series 1 nodes. Node 1 was parameterized as
the controller, and node 2 was parameterized as the sensor. Two Arduino UNO modules
were attached to the nodes to process wireless network signals. The measurement of data
loss was performed using the data acquisition device IEEE 802.15.4 Packet Sniffer from
Texas Instruments [52].

The plant control system was configured and adjusted to maintain the speed of a motor
at 2400 RPM (Rotations Per Minute) (Voltage: 12 Vdc, Torque: 198 gf.cm). The Arduino
control module is responsible for performing mathematical calculations using the plant data
to keep the process working around a specific value (set point). Meanwhile, the Arduino
sensor module is responsible for driving the motor and reading the encoder signal (Voltage:
5 Vdc, Resolution: 360 pulses per revolution). Figure 3 shows the test plant, while Figure 4
displays the result of closed-loop control of the process with the influence of packet loss
during data transmission.

Considering the scenario and operating configurations of the plant, the nodes were
exposed to metric variations in an indoor environment where industrial machines, such as
lathes, mechanical milling cutters, and industrial robots, were in operation. The objective
was to evaluate the number of lost packages. These variations involved distances, which
resulted in an approximate distribution of losses as shown in Table 2. For this analysis,
the packages were transmitted at constant intervals of 350 ms, which is the minimum time
required for proper plant operation. Each distance was tested with 10 repetitions, and
10,000 packets were sent for each transmission.
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Figure 2. Scenario to perform the tests, in blue the control signal and in red the feedback of the plant.

Figure 3. Test plant schematic.
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Figure 4. Set point at 2400 RPM.

Table 2. Packet loss to each distance (Distance × Loss Ratio).

Distance (Meters) Loss Ratio (%)

1 10
3 20
7 30
9 40
13 50

Figure 5 illustrates an example of a transmission captured by the Packet Sniffer,
where the first packet contains data sent by the node sensor. These data show that the
FCF (Frame Control Field) requests an ACK and the Sequence Number has a value of
0 × 68 (hexadecimal). Note that in the second, third, and fourth packets, there was a
retransmission of the data, and the packet was not received by the controller node, as there
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was no confirmation of the ACK. In the fifth packet, a new data 0 × 69 was sent and the
sixth packet consists of an ACK from the previous packet, as it has the same Sequence
Number and a value of zero in the FCF. The analysis shows that the 0 × 69 packet was
successfully received by the controller node.

Figure 5. Data analysis by Packet Sniffer.

The data obtained from Packet Sniffer, which included information on successfully
received and lost packets, was used to calibrate the Gilbert-Elliot model. This model uses a
two-state Markov chain, consisting of the states Good and Bad, with small and large loss
probabilities, respectively [27]. The Gilbert-Elliot model is frequently employed to provide
a packet loss model in wireless networks since it can capture the bursty and correlated
nature of packet loss commonly observed in such networks. This model characterizes
packet loss as being in either a good state (with a low probability of packet loss) or a bad
state (with a high probability of packet loss). The transition between these two states is
probabilistic and can be influenced by various network conditions such as interference,
congestion or fading.

The Gilbert-Elliot model is particularly effective in wireless networks because it can
capture the temporal dependencies of packet losses, which are often caused by fading or
interference. This model has been demonstrated to provide an accurate representation
of packet loss in various wireless networks, including cellular networks, wireless local
area networks (WLANs) and ad hoc networks. Furthermore, the Gilbert-Elliot model is
relatively simple and computationally efficient, making it an attractive option for modeling
packet loss in real-time applications. It also allows for easy parameterization based on
measurements of actual packet loss data in a given network. In summary, the Gilbert-Elliot
model is utilized to provide a packet loss model in wireless networks due to its ability to
capture the bursty and correlated nature of packet loss, its computational efficiency and its
ability to model temporal dependencies of packet loss.

These states of Gilbert-Elliot model mean if one packet is received or not, respectively
for good and bad states. The 2-state model is shown in Figure 6, where p and r are
respectively the transition probability from the good to bad and bad to the good state.

Good Bad

1− p

p

1− r

r

Figure 6. Gilbert-Elliott model 2-states.

The probability of remaining in the same state is given by 1− p and 1− r. In that series
with actual state Xt of a stochastic process depends only the state Xt−1. The parameters p
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e q are used to determine the probability the transition between states of temporal series
Xt. The Equation (1) presents the parameter p as the transition probability of good to bad
state, while the Equation (2) presents the parameter q as the transition probability of bad to
good state.

p = P(Xt = 0 | Xt−1 = 1) (1)

q = P(Xt = 1 | Xt−1 = 0) (2)

The state stationarity probability for good and bad states can be calculate from the
Equations p̂ = q

p+q and q̂ = p
p+q , and the error ratio can be expressed by the Equation (3).

error = (1− k) p̂ + (1− h)q̂ (3)

The Gilbert-Elliot model was applied for each packet loss ratio showed in the Table 2,
and allows us to obtain the simulation proceeding of losses in burst. The estimate parame-
ters for p̂ and q̂ are presented in Table 3.

Table 3. Average calibrated values for p̂ and q̂.

Packet Loss (%) p̂ q̂

10% 0.79 0.08
20% 0.55 0.14
30% 0.40 0.17
40% 0.37 0.23
50% 0.36 0.37

3.2. Compensation Model

Based on transmission information obtained via the Packet Sniffer, the Algorithm 1
was developed for reading and processing the data using the MATLAB platform. This
algorithm was used to obtain the actual behavior model of the transmission, which consists
of a vector of 0 s and 1 s, where 0 represents a lost packet and 1 represents a successfully
transmitted and received packet. In the implementation of the algorithm, the output
value of the plant is compared with the transmitted data vector from the sensor node to
the controller node at each sampling period. If any packet are lost during transmission,
the system will take action to try to avoid a failure in the process operation.

The algorithm used to mitigate the effect of packet loss was assembled using the
Kalman filter, which utilizes a series of observed measures over time to estimate potential
values for a given system. Figure 7 shows the methodology used to check for packet loss
during process operation. It is observed that when there is no package loss, the last output
value of the plant will feed the mesh. However, when the packet is lost, the value that will
feed the mesh will be given by the prediction obtained by the Kalman filter. The update of
prediction values already occurs through observation of the output signal of the plant.

Equations (4)–(6) were used to estimate values from the plant operating behavior.
Where x̂k is the estimated value for the current state, based on the value of the previous
state x̂k−1, the current observance value zk (plant output signal) and the current gain value
gk. The value of the Kalman gain is based on the mean value of observation noise r, and on
the value of the prediction error pk. The prediction error in turn is computed recursively.

gk = pk−1/(pk−1 + r) (4)

x̂k = x̂k−1 + gk(zk − x̂k−1) (5)

pk = (1− gk)pk−1 (6)

The Algorithm 1 presents the working process of the Kalman filter for estimating the
values of pk.
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Figure 7. Method to analyse packet loss used on WCNS simulation.

Algorithm 1 Kalman filter applied.

Input: Packet Pointer, zk
1: k← 1; x̂k−1 ← 0; pk−1 ← 1; r ← 0.1
2: for k ≤ 10, 000 do
3: ; compute gk using Equation (4)
4: if Packet Pointer = 1 then
5: x̂k ← zk
6: else
7: ; compute x̂k using Equation (5)
8: end if
9: ; compute pk using Equation (6)

10: x̂k−1 ← x̂k
11: pk−1 ← pk
12: end for
Output: pk

It is worth noting that the calculation of the Kalman filter gain is performed using a
combination of the mathematical model of the system, the available measurements, and the
estimates of previous states. The gain is updated at each measurement cycle and calculated
to minimize the mean squared error between the estimated state of the system and the
actual measurement. The formula for calculating the gain is given by the Riccati equation,
which is a nonlinear matrix equation that describes the uncertainty in the state estimate of
the system and the covariance matrix of the estimation error [53]. The process of adjusting
the Kalman filter gains is an optimization problem that seeks to find the optimal set of
gains that minimize the mean squared error between the estimated state of the system and
the actual measurements.

4. Simulation Results

To simulate the operation of the controlled process and analyze the consistency of the
data packets transmitted and received between the devices in the network, the control plant
was parameterized using Simulink with a discrete Proportional-Integral-Derivative (PID)
controller. The second-order control loop is shown in Figure 8.

The transfer function of the closed control loop was obtained by applying a step signal
and analyzing the system characteristics, such as overshoot, peak time and settling time.
The transfer function G(z) can be seen in Equation (7), where k represents the gain, ζ
represents the damping coefficient, and ωn represents the natural frequency of the system.

G(z) =
k

z2 + 2ζωn + ω2
n

(7)
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The gains of the PID controller for the process were calculated using the root locus
method. For the calculation, a 20% overshoot and a settling time of 2.1 s were targeted.
The plant in operation without packet loss is presented in Figure 9, where a sequence of
step signals was introduced to observe the behavior of the system. The purpose of the
control is to regulate the direction of rotation and speed of the motor.

Figure 8. Plant used in the WCNS simulation with sampling period of 350 ms.
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Figure 9. Operation of the process without loss of packets.

As there is no packet loss, the latest output value of the plant will be fed into the control
loop, where the Kalman filter is not utilized in this case. Two metrics were employed to
analyze the system performance. The first metric is the Root Mean Square Error (RMSE),
which is calculated as follows:

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ri)2 (8)

where N is the number of samples, yi is the observed value, and ri represents the modeled
values. The RMSE is a measure of the average magnitude of the estimation errors, always
has a positive value, and the closer it is to zero, the higher the quality of the measured or
estimated values.

The first analysis is presented in Figure 10, where the performance of the Gilbert-Elliott
model was compared to the real case of packet losses. It is observed that the RMSE of
the Gilbert-Elliott model (RMSEG) is close to the actual RMSE of packet losses (RMSEP).
In this analysis, 10 measurements were performed with 10,000 packets each, and the
standard deviation for each measurement was calculated. The mean RMSE with a 95%
confidence interval was plotted.

Another metric used in the system performance analysis was the coefficient of deter-
mination R2, which is calculated as follows:

R2 = 1−
(

n− 1
n− p

)
SSE
SST

(9)

where SSE is the sum of squared errors, SST is the total sum of squares, n is the number of
observations in the series, and p is the number of regression coefficients.
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Percentage of packet losses (x10)

Figure 10. RMSE relation with of the ratio of losses.

To present the next results, two scenarios were used. In the first scenario, the data trace
from the real plant was used as input to the Kalman filter without adjusting the parameters
in the Gilbert-Elliot model. In the second scenario, the parameters from the Gilbert-Elliot
model were used.

4.1. Without Gilbert-Elliot

The following are the results of the WNCS analysis with a sampling period of 350 ms.
In the process operation without losses, the calculated RMSE is 0.9942 and R2 is 0.8361.
Figure 11 shows the behavior of the WNCS output for a packet loss rate of 30% (7 m
distance between the network nodes), which was measured by real losses behavior. In this
analysis, the system RMSE is 1.2654 and R2 is 0.7643. Note that when compared to the
operation without losses, the behavior regarding the controller is 21.4% worse in terms of
the RMSE.
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Figure 11. Unstable process operation (compromised) with 30% of packet loss.

To estimate values to be fed to the plant in case of losses, the process was subjected to
a package analysis, as shown in Figure 7. From this condition, output values from the plant
were extracted and stored in memory. Figure 12 shows the system recovery by applying the
Kalman filter, where even though packets were lost during transmission, it was possible to
keep the process running according to the actual behavior of the system. In this analysis,
the observed RMSE was 1.1024 and R2 was 0.7997.

Table 4 presents the results of the analysis of transmission errors in relation to the
percentage of losses. It is observed that the higher the rate of losses, the greater the error
associated with the operational behavior of the plant. However, it was possible to achieve a
significant improvement in this error with the introduction of the Kalman filter. For exam-
ple, when comparing the RMSE values considering a packet loss rate of 30%, it is observed
that an improvement of 11.6% is obtained with the application of the Kalman filter.
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Figure 12. Operation of the recovered process after the analysis of the lost packets.

Table 4. Process errors as a function of packet loss ratio.

Metric 0% 10% 20% 30%

RMSE (without Kalman) 0.9942 1.006 1.0649 1.2654
RMSE (with Kalman) 0.9942 1.0167 0.9915 1.1024

R2 (without Kalman) 0.8361 0.8339 0.8177 0.7643
R2 (with Kalman) 0.8361 0.8290 0.8371 0.7997

4.2. With Gilbert-Elliot

For the process in operation without losses, the calculated RMSE is 0.9942, and the R2

value is 0.8361. Figure 13 shows the behavior of the WNCS output signal with a packet loss
rate of 30%, characterized using the Gilbert-Elliott model. In this analysis, the RMSE of
the system is 1.6192, and the R2 value is 0.6818. Note that when compared to the RMSE,
the controller performance is 38.6% worse than lossless behavior.
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Figure 13. Unstable process operation with 30% of packet loss.

To estimate values that will feed back the plant in case of losses, the process was
submitted to data vector analysis, as described in the previous section. Figure 14 shows the
operation of the process with the application of the Kalman filter. It is noticed that even if
packets are lost during transmission, it is possible to keep the process running closer to the
actual behavior of the system. In this analysis, the RMSE of the system was 1.1364 and the
R2 was 0.7882. That is, it was possible to obtain a 26.1% improvement in system operation
with the Kalman filter.
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Figure 14. Functioning of the recovered process after the analysis of the lost packets.

5. Conclusions

In this paper, a behavioral analysis of a wireless network based control system (WNCS)
was presented, including packet loss measurements using the IEEE 802.15.4 protocol.
Furthermore, the loss model proposed by Gilbert-Elliott was applied to a real trace of loss
in bursts, presenting an error percentage lower than 6%. It is known that the communication
between the nodes of a wireless network is directly related to the distance and, at some
point, there may be packet loss during transmission. Therefore, this work sought to mitigate
the effect of data transmission losses through the application of the Kalman filter algorithm,
in order to minimize the impact on the operation of a WNCS. For a packet loss rate of
30%, the observed improvement in the system behavior with the use of the Kalman filter
was 26.1%. This result shows that knowing the real behavior of the plant, it was observed
through the simulation that it is possible to reduce the error of the system output in relation
to the reference in the presence of packet loss. For comparison purposes, this work also
considered the packet loss analysis in the WNCS without the application of the Gilbert-
Elliott model. In this test scenario, the simulation results showed an improvement of 11.6%
with the application of the Kalman filter, considering a packet loss rate of 30%.

As a future research direction, it is intended to test the Kalman filter in the proposed
real plant to evaluate the practical performance of the WNCS. Moreover, for future work, it
is suggested to carry out a study to adjust the model to consider packet loss from hidden
terminals and/or collision probability caused by a high channel occupancy. It is also
observed the possibility of applying other packet loss models, such as the Bernoulli model.
Additionally, the use of the Kalman Filter Forward Error Correction (FEC) schema to
improve the bit error correction process is suggested as the next step of this work.
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