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Abstract: In order to improve the safety and economy of nuclear reactors, it is necessary to analyze
the sensitivity and uncertainty (S/U) of the nuclear data. The capabilities of S/U analysis has
been developed in the Reactor Monte Carlo code RMC, using the iterated fission probability (IFP)
method and the superhistory method. In this paper, the S/U capabilities of RMC are applied to a
typical PWR benchmark B&W’s Core XI, and compared with the multigroup and continuous-energy
S/U capabilities in the SCALE code system. The S/U results of the RMC-IFP method and the
RMC-superhistory method are compared with TSUNAMI-CE/MG in SCALE. The sensitivity results
and the uncertainty results of major nuclides that contribute a lot to the uncertainties in keff are in
good agreement in both RMC and SCALE. The RMC-superhistory method has the same precision as
the IFP method, but it reduces the memory footprint by more than 95% and only doubles the running
time. The superhistory method has obvious advantages when there are many nuclides and reaction
types to be analyzed. In addition, the total uncertainties in the keff of the first-order uncertainty
quantification method are compared with the stochastic sampling method, and the maximum relative
deviation of total uncertainties in the keff is 8.53%. Verification shows that the capabilities of S/U
analysis developed in the RMC code has good accuracy.

Keywords: Monte Carlo; TSUNAMI-3D; SAMPLER; RMC; sensitivity and uncertainty

1. Introduction

Neutron transport problem solution methods in reactor physical analysis can be
divided into the deterministic method and the Monte Carlo (MC) method. Compared
with the deterministic method, the Monte Carlo method has the advantages of fewer
approximations to deal with three-dimensional complex geometric models and is suitable
for complex geometric models. However, the calculation accuracy of the Monte Carlo
is dependent on the number of simulated particles. In the early days, due to the high
cost of computers, the Monte Carlo method was mainly used as a supplement to the
deterministic method. With the development of computational tools, the Monte Carlo
method is used more widely. Therefore, the validations and comparisons of the Monte
Carlo codes are important.

A lot of research work has been carried out for the MC-based code-to-code and
code-to-experiment validations and comparisons. D. Chersola compared Serpent 2 and
MCNP6 for the evaluation of some important nuclear parameters in different positions of
the LR-0 reactor mock-up [1]. Shichang Liu compared the deterministic codes DRAGON
and DONJON with the Monte Carlo code RMC for the criticality and burnup-dependent
neutronics of the JRR-3M plate-type research reactor [2,3]. Daniel J. Kelly III compared
the MC21/CTF solution for VERA Core Physical Benchmark Progression problem 6 with
the MC21/COBRA-IE and VERA solutions [4]. Jaakko Leppänen used the experimental
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measurement results of the MIT BEAVRS benchmark for the validation of the Serpent-ARES
code sequence [5].

At present, the codes with the capabilities of sensitivity and uncertainty analysis
mainly include MCNP6 [6] developed by the Los Alamos National Laboratory in the
United States, SCALE [7] developed by the Oak Ridge National Laboratory in the United
States, MONK10 [8] developed by the Answering Software Center in the United Kingdom,
and SERPENT2 [9] developed by the Finland National Technology Research Center, etc.

The reactor Monte Carlo analysis code RMC [10] developed by the Department of
Engineering Physics of Tsinghua University is capable of handling complex geometric
structures, describing complex spectra and materials using continuous-energy point cross-
sections, calculating the eigenvalues and eigenfunctions of critical problems, on-the-fly
crosssection treatment [11], and sensitivity and uncertainty analysis. The SCALE code
system developed by the Oak Ridge National Laboratory [12] is widely used in criticality
safety, reactor physics, shielding, sensitivity and uncertainty analysis. It is a modular code
system in which the control module can call each function module in a specified order to
accomplish a specific task.

Sensitivity analysis is a specified quantity describing the extent to which a change in a
parameter affects the calculation results, as evaluated by the sensitivity coefficients [13].
By performing sensitivity analysis on each parameter of the system, important nuclear
data (data with large sensitivity coefficients) can be obtained. In practical applications, the
parameters that have the most effect on the output results can be separated from the many
input parameters. This makes system analysis easier and makes sure that the output results
are correct.

Uncertainty analysis methods mainly include the first-order uncertainty quantification
method and the stochastic sampling method. The sensitivity coefficients are the basis of the
first-order uncertainty quantification method [14]. In the Monte Carlo codes, solving the
sensitivity coefficients has the problem of a large memory footprint, which is proportional
to the number of particles simulated in each generation and the number of responses
for sensitivity analysis [15,16]. Due to memory limitations, it is difficult to reduce the
uncertainty of sensitivity statistics by increasing the number of particles. Uncertainty can

be determined by the sandwich rule r2
y =

→
S Vr

→
S

T
[14]. This method depends on sensitivity

coefficients. If the sensitivity coefficients can be calculated efficiently, the uncertainties of the
responses caused by the uncertainties of each nuclear dat can be given with this equation.
The stochastic sampling method has a serious time-consuming problem. Generally, it can
only analyze the total uncertainty of the calculation results caused by all the perturbed
nuclear data at one time. If it is necessary to analyze the uncertainty of the calculation
results caused by the uncertainty of each parameter in turn, each parameter should be
perturbed and calculated separately.

The reactor physical design mostly adopts the best estimate technology, and its calcula-
tion results are affected by engineering uncertainties such as fuel manufacturing tolerance,
calculation uncertainties such as calculation model approximation, and phenomenon un-
certainties such as densification and rod bending. Uncertainties in nuclear data such as
microscopic cross-sections due to measurement errors and deviations in their evaluation
model parameters are one of the important sources of computational uncertainties [17].

In this paper, the RMC code and the SCALE 6.2.1 code are used to analyze the sensitiv-
ity and uncertainty of nuclear data for the PWR benchmark [18] in the ICSBEP (International
Handbook of Evaluated Criticality Safety Benchmark Experiences), and the calculation
results of the sensitivity and uncertainty of RMC and SCALE are compared. The IFP
method and the superhistory method in the RMC are used to calculate sensitivity. The
TSUNAMI-3D-K5 module and the SAMPLER module in the SCALE code system are used
to calculate the uncertainty caused by nuclear data.

In the next section, the Monte Carlo method, the first-order uncertainty quantification
method, and the stochastic sampling method are introduced. The details of the benchmark
are introduced in Section 3. The sensitivity and uncertainty results calculated by the RMC
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code and the SCALE code are presented in Section 4. The conclusions are presented in
Section 5.

2. Methodology
2.1. Monte Carlo Method

The essence of the Monte Carlo particle transport simulation method is to establish
the real movement history of a single particle in a system [19]. The movement history
of particles is a random process. The spatial position, initial movement direction, and
energy of particles are random variables. Furthermore, the distance from the particle to
the next collision point, the type of collision, and the result of the collision are also random
processes. The simulation history of a single particle roughly includes the following steps:

1. Stochastically sampling the spatial position, movement direction, and energy gener-
ated by particles;

2. Stochastically sampling the distance from the particle to the next collision point, and
moving the particle to the collision point;

3. Sampling the collision reaction type. If the particle is not killed (the particle is absorbed
or leaves the whole system), the new movement direction and energy are randomly
selected according to the reaction type. If secondary particles are generated, they will
still be moved using the same method.

There are two main methods to calculate uncertainty by the Monte Carlo method, which
are the first-order uncertainty quantification method and the stochastic sampling method.

2.2. The First-Order Uncertainty Quantification Method

The response y can be expressed as a function of the nuclear data
→
x = (x1, . . . , xn):

y = f (x1, . . . , xn) (1)

Because of the uncertainty of the nuclear data (x1, . . . , xn), the nominal value of the

nuclear data is
→
x

0
= (
→
x

0
1, . . . ,

→
x

0
n), and the error is (δx1, . . . , δxn). Therefore, Equation (1)

can be expressed as:
y = f (x0

1 + δx1, . . . , x0
n + δxn) (2)

The first-order Taylor expansion of response y near the nominal value
→
x

0
of the nuclear

data is as follows:

y = f
(
→
x

0
)
+

n

∑
i=1

(
∂ f
∂xi

)
→
x

0
δxi (3)

Suppose the nuclear data (x1, . . . , xn) follows the joint probability density function
p(x1, . . . , xn) [9], then the expected value of this nuclear data is defined as:

E(xi) = x0
i (4)

i = 1, . . . , n, n is the total number of nuclear data. The variance of the nuclear data is
defined as:

var(xi) = σ2
xi
=
∫ (

xi − x0
i

)2
p(x1, . . . , xn)dx1 . . . dxn (5)

The covariance of the nuclear data is defined as:

cov(xi, xj) =
∫ (

xi − x0
i

)(
xj − x0

j

)
p(xi, . . . , xn)dx1 . . . dxn (6)

The expected value of response y is defined as:

E(y) =
n

∑
i=1

(
∂ f
∂xi

)
→
x

0

∫
(xi − x0

i )p(x1, . . . , xn)dx1 . . . dxn + f
(
→
x

0
)
= f

(
→
x

0
)

(7)
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The variance of response y is defined as:

var(y) = σ2
y = E(y− E(y)2) =

∫
(

n
∑

i=1

(
∂ f
∂xi

)
→
x

0
δxi)

2
p(x1, . . . , xn)dx1 . . . dxn

=
n
∑

i=1

((
∂ f
∂xi

)
→
x

0

)2
var(xi) + 2

n
∑

i=1

(
∂ f
∂xi

)
→
x

0

(
∂ f
∂xy

)
→
x

0cov(xi, xj)

(8)

Equation (8) can be expressed as:

r2
y = (

σy
y )

2
=

n
∑

i=1
(( xi

y
∂ f
∂xi

)→
x

0)
2
(

σxi
xi
)2 + 2

n
∑
i 6=j

( xi
y

∂ f
∂xi

)→
x

0((
xj
y

∂ f
∂xj

)→
x

0
cov(xi ,xj)

xixj

=
n
∑

i=1
(Sy

xi rxi )
2
+ 2

n
∑
i 6=j

Sy
xi S

y
xj rcov(xi, xj) =

→
S Vr

→
S

T (9)

Sy
xi = ( xi

y
∂ f
∂xi

)→
x

0 is the sensitivity coefficient,
→
S = (Sy

x1 , . . . , Sy
xn) is the sensitivity

coefficient vector, and Vr is the relative covariance matrix corresponding to the nuclear data.
Equation (9) is the sandwich rule. This method can give the uncertainty of the response

caused by the uncertainty of each nuclear data, but it depends on the calculation results of
the sensitivity coefficients. The sensitivity coefficients are generally obtained by solving
the perturbation equation. The more responses there are, the more equations there are
to be solved, resulting in a large memory footprint. Therefore, the sandwich rule loses
its advantage when there are too many responses. The sensitivity analysis methods in
RMC are the IFP method and the superhistory method [20]. The memory footprint of the
IFP method is proportional to the number of particles simulated per generation. In the
superhistory method, the source perturbation effects are estimated by tracking the source
particles and their progenies over super-generations within a single particle history [21].
The memory occupation of the method depends on the expected value of fission neutrons
produced by a neutron history rather than being proportional to the number of particles
per generation, and thus the method can significantly reduce the memory footprint.

2.3. Stochastic Sampling Method

Figure 1 is the flow chart of the stochastic sampling method. Firstly, samples are
randomly sampled based on the uncertainty of nuclear data. Then, for each sample, a
Monte Carlo calculation is performed to obtain the calculation results under different
samples. Finally, these results are statistically analyzed to calculate the standard deviation
of the results, that is, uncertainty. The stochastic sampling method is easy to operate and
has strong universality, which is not only applicable to the Monte Carlo code, but also
applicable to the deterministic code. In Figure 1, the three responses of keff, βeff, and λeff are
analyzed simultaneously. However, the stochastic sampling method can only analyze the
uncertainty of the calculation results caused by the uncertainty of all parameters at one time.
If we want to obtain the uncertainty of the calculation results caused by the uncertainty of
a single parameter, we need to perturb each parameter separately and repeat the process
shown in Figure 1. For example, in a stochastic sampling calculation, if the 235U and 238U
nuclear data are perturbed at the same time, the total uncertainty of the calculation results
caused by the uncertainty of the 235U and 238U nuclear data will be obtained. If we want to
analyze the uncertainty of the calculation results caused by the uncertainty of the 235U or
238U nuclear data, two stochastic sampling calculations should be conducted, and a single
calculation will only perturb one of the 235U and 238U nuclear data.
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Figure 1. Flow chart of stochastic sampling method.

The selection of sample size depends on the required probability and statistical tol-
erance limit [22]. The minimum number of samples required can be described by the
Wilks equation [23,24]. If the minimum value of samples sampled n times is x1 and the
maximum value is xn, then the issue is the value of the degree of confidence α when the
probability that the sample with an infinite number of samples falls between x1 and xn is p.
According to the Wilks equation, the relationship between the minimum sample number n,
the probability p, and the degree of confidence α is defined as:

1− pn − n(1− p)pn−1 ≥ α (10)

The minimum sample number n required for a specific probability p and degree of
confidence is shown in Table 1. With a 95% degree of confidence and 95% probability, the
minimum number of samples required is 93. Based on the numerical empirical experi-
ment [25], 300 samples are selected for each stochastic sampling calculation, which can not
only ensure the calculation accuracy, but also reduce the computation time.

Table 1. Degree of confidence, probability, and sample size.

Degree of Confidence\Probability 0.90 0.95 0.99

0.90 38 77 388
0.95 46 93 473
0.99 64 130 662

3. Benchmark

B&W’s Core XI conducted a series of low-enrichment UO2 fuel rod grid experiments
at Babcock and Wilcox’s (B&W) Lynchburg Research Center beginning in January 1970 and
ending in early 1971. The experiments for Core XI were performed in a large aluminum
tank, which was filled with borated water and UO2 fuel rods. The fuel rods used low-
enriched uranium, and the cladding material was aluminum 6061. The water level height
was 145 cm, and each loading scheme was slightly supercritical by adjusting the boron
concentration in the borated water. In this paper, one eighth of the core of Loading Scheme
8 is chosen to be modeled, and the whole core can be reflected through symmetry, as
shown in Figure 2. The core’s central region and a 3 × 3 array of PWR (Pressurized Water
Reactor) fuel assemblies are very similar, with fuel rods in each fuel assembly arranged
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in a 15 × 15 lattice. The pitch is 1.6358 cm, and the core diameter is 152.4 cm. The nine
assemblies are surrounded by a drive zone consisting of low-enriched uranium fuel rods,
which has an irregular boundary. In the entire core of Loading Scheme 8, there are 4808 fuel
rods, 9 water holes (located in the center of each fuel assembly), 144 Pyrex rods, no Vicor or
Al2O3 rods, 794 ppm soluble boron concentration, and 293 K core temperature.
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Figure 2. B&W’s Core XI 1/8 core.

The Pyrex rod, as shown in Figure 3A, is composed of B, Si, O, Na, and Al materials,
with a length of 163.324 cm and a diameter of 1.17 cm. Figure 3B shows the fuel rod. The
enrichment of UO2 is 2.459%. The diameter of the fuel pellet is 1.0297 cm, and the length is
163.324 cm. Al, Mg, Si, Fe, and other materials make up the fuel rod cladding. The cladding
thickness is 0.0881 cm. Reference 18 provides more detailed information about the core
geometry and materials.
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4. Result
4.1. Comparison of Sensitivity

In this paper, TSUNAMI-3D-K5 and RMC are used to calculate the keff sensitivity to
nuclear data for B&W’s Core XI Loading Scheme 8. The RMC code uses the ENDF/B-VII.1
library with 500,000 particles, and the SCALE code uses the ENDF/B-VII.0 library and the
238-group ENDF/B-VII.0 library with 200,000 particles. The results of the SCALE code and
the RMC code keff calculation are shown in Table 2, and the relative deviation of the results
is −0.087%.

Table 2. SCALE code and RMC code keff calculation results.

Code keff

SCALE 0.997654 ± 0.000099
RMC 0.996782 ± 0.000031
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The equation for calculating the relative deviations [26] is defined as:

δ =
xRMC − xSCALE

xSCALE
× 100% (11)

In Equation (11), x is one of the SCALE and RMC sensitivity results to a nuclide-
reaction type.

The IFP method and the superhistory method of RMC are used to calculate the
sensitivity coefficients. The TSUNAMI-3D-K5 module of SCALE is used to calculate the
sensitivity coefficients of CE (continuous-energy) and MG (multigroup). As shown in
Figure 4, the important nuclear data, primarily 235U fission, 1H elastic, 238U capture, 238U
(n, γ), 10B capture, and 10B (n, α) are in good agreement.
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The reaction types represented by MT numbers used in this paper are shown in Table 3.

Table 3. Reaction type corresponding to MT number.

MT Number Reaction

2 Elastic scattering
101 Capture
16 (n, 2n)
18 Fission

102 (n, γ)
103 (n, p)
107 (n, α)
452 ν

Table 4 shows the keff sensitivity results to nuclear data calculated by the SCALE and
RMC codes and compares the relative deviations of the results of the two codes.
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Table 4. SCALE and RMC code keff sensitivity to nuclear data.

Nuclide,
Reaction Type

Sensitivity Relative Deviation

SCALE RMC IFP Method RMC Superhistory Method SCALE and RMC
IFP Method

SCALE and RMC
Superhistory

Method
235U, fission 0.4151 ± 2.049 × 10−4 0.4194 ± 2.430 × 10−4 0.4189 ± 8.038 × 10−5 1.036% 0.915%

235U, capture −0.1022 ± 3.387 × 10−5 −0.1014 ± 4.813 × 10−5 −0.1014 ± 1.457 × 10−5 −0.783% −0.783%
235U, elastic 8.953 × 10−5 ± 7.418 × 10−5 −1.197 × 10−6 ± 9.189 × 10−5 7.887 × 10−5 ± 3.355 × 10−5 −101.337% −11.907%
10B, capture −0.1443 ± 6.899 × 10−5 −0.1435 ± 9.588 × 10−5 −0.1435 ± 3.193 × 10−5 −0.554% −0.554%

10B, (n, α) −0.1443 ± 6.898 × 10−5 −0.1434 ± 9.587 × 10−5 −0.1435 ± 3.192 × 10−5 −0.624% −0.554%
238U, capture −0.1912 ± 7.072 × 10−5 −0.1892 ± 1.108 × 10−4 −0.1893 ± 3.222 × 10−5 −1.046% −0.994%

238U, (n, γ) −0.1911 ± 7.068 × 10−5 −0.1892 ± 1.108 × 10−4 −0.1893 ± 3.222 × 10−5 −0.994% −0.942%
238U, (n, 2n) 1.229 × 10−3 ± 6.963 × 10−6 9.965 × 10−4 ± 1.932 × 10−5 9.974 × 10−4 ± 9.482 × 10−6 −18.918% −18.845%

1H, elastic 0.2142 ± 1.671 × 10−3 0.2138 ± 2.063 × 10−3 0.2157 ± 6.569 × 10−4 −0.187% 0.700%
1H, (n, γ) −8.075 × 10−2 ± 3.135 × 10−5 −7.994 × 10−2 ± 4.478 × 10−5 −7.999 × 10−2 ± 1.422 × 10−5 −1.003% −0.941%

16O, elastic 1.899 × 10−2 ± 6.586 × 10−4 1.884 × 10−2 ± 9.363 × 10−4 1.994 × 10−2 ± 2.902 × 10−4 −0.790% 5.003%
16O, (n, α) −2.889 × 10−3 ± 4.474 × 10−4 −2.875 × 10−3 ± 6.655 × 10−6 −2.870 × 10−3 ± 1.996 × 10−6 −0.485% −0.658%

From Table 3, it can be seen that most of the calculations of the SCALE and RMC
procedures are in good agreement, and the elastic scattering reaction type of 235U and the
(n,2n) reaction type of 238U are in poor agreement. Table 5 shows the standard deviation
calculated by SCALE and RMC for the two nuclides. The equation for calculating the
relative combined standard deviation [26] is defined as:

STD =

√
(STDRMC)

2 + (STDSCALE)
2 (12)

Table 5. Standard deviation of some nuclides reaction types.

Nuclide, Reaction
Type

Standard Deviation Relative Combined Standard Deviation

SCALE RMC IFP Method
RMC

Superhistory
Method

SCALE and RMC
IFP Method

SCALE and RMC
Superhistory

Method
235U, elastic 7.418 × 10−5 9.189 × 10−5 3.355 × 10−5 1.181 × 10−4 8.141 × 10−5

238U, (n, 2n) 6.963 × 10−6 1.932 × 10−5 9.482 × 10−6 2.152 × 10−5 1.176 × 10−5

In Equation (12), STDRMC is the standard deviation of keff sensitivity to nuclear data
calculated by the RMC code.

The sensitivity calculation results of the RMC code for the elastic scattering reaction
type of 235U in Table 4 are within three times the relative combined standard deviation of
the calculation results of the SCALE code. That is, the sensitivity calculation of the RMC
code satisfies both the conditions of the sensitivity calculation results being greater than
the SCALE code minus three times the relative combined standard deviation, and being
less than the sensitivity calculation results of the SCALE code plus three times the relative
combined standard deviation. However, the results of the two codes for the 238U (n, 2n)
reaction type are in poor agreement, and the sensitivity calculation results of the RMC
code are not within three times the relative combined standard deviation of the SCALE
calculation results.

The IFP method and superhistory method in the RMC code are used calculate the keff
sensitivity to nuclear data, both of which have 500,000 particles, 100 inactive generations,
and 900 active generations, with 50 cores in parallel. As shown in Table 6, although the IFP
method can save about half of the running time, the memory footprint is more than 20 times
that of the superhistory method. The more nuclides and reaction types that are analyzed,
the more memory is required. It is difficult for general-purpose equipment to meet such a
large memory demand. For this situation, the superhistory method has obvious advantages.
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Table 6. Performance of the IFP method and the superhistory method in RMC.

Method Memory Footprint/G Running Time/Minutes

IFP method About 180 541
Superhistory method About 8 1150

4.2. Comparison of Uncertainty
4.2.1. SCALE 56-Group-cov7.1 Covariance Library

TSUNAMI-CE, TSUNAMI-MG, and RMC are used to calculate the uncertainty in keff
caused by the nuclear data uncertainty of the PWR benchmark. The RMC code uses the
44-group covariance library in the SCALE6.1 code, and the SCALE code uses the 56-group-
cov7.1 covariance library. The uncertainty calculation of TSUNAMI and RMC uses the
first-order uncertainty quantification method, and the uncertainty calculation results are
shown in Figure 5.
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Figure 5. Uncertainty in keff caused by uncertainty of nuclear data of different nuclides (SCALE
56-group-cov7.1 covariance library).

It can be seen from Figure 5 that the uncertainty of the 235U and 238U nuclear data
contributes the most to the uncertainty in keff, and the calculation results are in good
agreement. The uncertainty calculation results for each nuclide are shown in Table 7. The
RMC value in the table is the average value of the IFP method and the superhistory method,
and the TSUNAMI value is the average value of CE and MG.

The relative deviations of 10B, 52Cr, 55Mn, and 234U in Table 7 exceed 100%. Comparing
the sensitivity values of these nuclides, as shown in Table 8, the sensitivity results calculated
by the two codes are in good agreement. The uncertainties of these four nuclides are
calculated by the first-order uncertainty quantification method, which is closely related to
the sensitivity and covariance library. Therefore, the reason for the large relative deviation
between the two codes should be the use of a different covariance library.
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Table 7. Uncertainty of nuclides (SCALE 56-group-cov7.1 covariance library).

Nuclide RMC [%delta-k/k] TSUNAMI [%delta-k/k] Relative Deviation

H-1 5.983 × 10−2 ± 3.075 × 10−5 9.247 × 10−2 ± 5.053 × 10−6 −35.303%
B-10 3.201 × 10−2 ± 3.858 × 10−7 1.210 × 10−2 ± 2.771 × 10−8 164.545%
B-11 6.650 × 10−5 ± 1.650 × 10−9 6.065 × 10−5 ± 1.480 × 10−9 9.653%
O-16 3.412 × 10−2 ± 3.519 × 10−5 2.728 × 10−2 ± 3.582 × 10−5 25.073%

Mg-24 2.457 × 10−4 ± 1.533 × 10−7 2.542 × 10−4 ± 4.150 × 10−8 −3.329%
Al-27 3.469 × 10−2 ± 7.283 × 10−6 2.313 × 10−2 ± 9.836 × 10−6 49.978%
Si-28 4.267 × 10−4 ± 1.849 × 10−8 5.863 × 10−4 ± 9.169 × 10−8 −27.223%
Ti-48 5.246 × 10−4 ± 2.494 × 10−9 6.708 × 10−4 ± 2.754 × 10−9 −21.799%
Cr-52 2.388 × 10−4 ± 5.713 × 10−9 1.144 × 10−4 ± 3.850 × 10−9 108.666%
Mn-55 1.605 × 10−3 ± 4.055 × 10−8 5.548 × 10−4 ± 3.268 × 10−8 189.299%
Fe-56 1.835 × 10−3 ± 1.797 × 10−8 1.855 × 10−3 ± 1.876 × 10−8 −1.078%
Cu-63 7.508 × 10−4 ± 3.135 × 10−8 7.648 × 10−4 ± 1.399 × 10−8 −1.827%
U-234 7.495 × 10−3 ± 7.169 × 10−7 3.395 × 10−3 ± 4.892 × 10−8 120.766%
U-235 0.3607 ± 3.241 × 10−5 0.4257 ± 2.788 × 10−5 −15.270%
U-238 0.2696 ± 2.671 × 10−4 0.2808 ± 4.185 × 10−5 −3.978%

Table 8. Sensitivity of total reaction type.

Nuclide, Reaction Type RMC TSUNAMI Relative Deviation
10B, total −0.1435 ± 9.477 × 10−5 −0.1453 ± 7.032 × 10−5 −1.239%

52Cr, total −2.473 × 10−5 ± 1.265 × 10−5 −2.373 × 10−5 ± 8.829 × 10−6 4.210%
55Mn, total −3.832 × 10−4 ± 2.788 × 10−5 −3.910 × 10−4 ± 1.960 × 10−5 −1.996%
234U, total −1.389 × 10−3 ± 1.197 × 10−5 −1.387 × 10−3 ± 8.750 × 10−6 0.202%

4.2.2. SCALE 44-Group Covariance Library

The 56-group-cov7.1 covariance library used in the SCALE code is changed to the
44-group covariance library and recalculated, and the results are shown in Figure 6. It can
be seen from Figure 6 that the uncertainty of the 235U and 238U nuclear data contributes the
most to the uncertainty in keff, and the calculation results are also in good agreement.

The uncertainty calculation results for each nuclide and relative deviations are shown
in Table 9. The RMC value in the table is the average value of the IFP method and the
superhistory method, and the TSUNAMI value is the average value of CE and MG.

The degree of uncertainty agreement is significantly improved when the same covari-
ance library is used for both codes. This shows that the large relative deviation between
the two codes in Table 7 is caused by different covariance libraries.

The uncertainties of the partial reaction pairs for the different nuclides are shown
in Figure 7, and both RMC and SCALE are calculated using the 44-group covariance
library. The results of the RMC IFP method and the superhistory method are in good
agreement. The TSUNAMI-CE and TSUNAMI-MG results are mostly in good agreement,
with some reaction pairs in poor agreement. The relative deviations of different codes for
large uncertainty results are small.

The SAMPLER module in SCALE is used to calculate the uncertainty in keff. Only the
cross-sections are perturbed, with 300 stochastic samples. Using generic regular expressions
(GREP), the keff calculation result is extracted to obtain the total uncertainty. Table 10 shows
the total uncertainty calculated by the first-order uncertainty quantification method and
the stochastic sampling method. The total uncertainty calculated using the first-order
uncertainty quantification method is in good agreement for both codes. Among them, the
difference between the uncertainty in the keff results of TSUNAMI-MG and RMC is the
largest, and their relative deviation is −2.615%. The maximum relative deviation of the
total uncertainty calculated by the first-order uncertainty quantification method and the
stochastic sampling method is 8.53%.
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Figure 6. Uncertainty in keff caused by uncertainty of nuclear data of different nuclides (SCALE
44-group covariance library).

Table 9. Uncertainty of nuclides (SCALE 44-group covariance library).

Nuclide RMC [%delta-k/k] TSUNAMI [%delta-k/k] Relative Deviation

H-1 5.983 × 10−2 ± 3.075 × 10−5 5.461 × 10−2 ± 2.036 × 10−5 9.542%
B-10 3.201 × 10−2 ± 3.858 × 10−7 3.240 × 10−2 ± 2.474 × 10−7 −1.204%
B-11 6.650 × 10−5 ± 1.650 × 10−9 5.684 × 10−5 ± 1.759 × 10−9 16.988%
O-16 3.412 × 10−2 ± 3.519 × 10−5 2.846 × 10−2 ± 2.600 × 10−5 19.904%

Mg-24 2.457 × 10−4 ± 1.533 × 10−7 3.455 × 10−4 ± 1.453 × 10−7 −28.874%
Al-27 3.469 × 10−2 ± 7.283 × 10−6 3.486 × 10−2 ± 5.100 × 10−6 −0.479%
Si-28 4.267 × 10−4 ± 1.849 × 10−8 4.332 × 10−4 ± 1.241 × 10−8 −1.512%
Ti-48 5.246 × 10−4 ± 2.494 × 10−9 4.973 × 10−4 ± 2.119 × 10−9 5.493%
Cr-52 2.388 × 10−4 ± 5.713 × 10−9 2.112 × 10−4 ± 2.718 × 10−9 13.074%
Mn-55 1.605 × 10−3 ± 4.055 × 10−8 1.595 × 10−3 ± 6.420 × 10−8 0.651%
Fe-56 1.835 × 10−3 ± 1.797 × 10−8 1.855 × 10−3 ± 1.038 × 10−8 −1.023%
Cu-63 7.508 × 10−4 ± 3.135 × 10−8 7.306 × 10−4 ± 1.430 × 10−8 2.774%
U-234 7.495 × 10−3 ± 7.169 × 10−7 7.491 × 10−3 ± 4.186 × 10−7 0.071%
U-235 0.3607 ± 3.241 × 10−5 3.634 ± 1.083 × 10−4 −0.752%
U-238 0.2696 ± 2.671 × 10−4 2.727 ± 1.713 × 10−4 −1.143%
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Figure 7. Cont.



Energies 2022, 15, 9511 13 of 16Energies 2022, 15, x FOR PEER REVIEW 13 of 16 
 

 

  
(e) 24Mg (f) 27Al 

  
(g) 28Si (h) 48Ti 

  

(i) 52Cr (j) 55Mn 

2-2 102-102
0.0000

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 103-103 102-102
0.00

0.01

0.02

0.03

0.04

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 102-102 103-103 107-107
0.0000

0.0001

0.0002

0.0003

0.0004

0.0005

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

102-102 2-2 2-102
−0.0002

0.0000

0.0002

0.0004

0.0006

0.0008
U

nc
er

ta
in

ty
 [%

 d
el

ta
-k

/k
]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 2-102 102-102

0.0000

0.0001

0.0002

0.0003

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 102-102
0.0000

0.0005

0.0010

0.0015

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

Figure 7. Cont.



Energies 2022, 15, 9511 14 of 16Energies 2022, 15, x FOR PEER REVIEW 14 of 16 
 

 

  
(k) 56Fe (l) 63Cu 

  
(m) 234U (n) 235U 

 
(o) 238U 

Figure 7. Uncertainty of partial reaction pairs of different nuclides. 

2-2 102-102
0.0000

0.0005

0.0010

0.0015

0.0020

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 102-102 103-103 2-102
0.0000

0.0002

0.0004

0.0006

0.0008

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

2-2 18-18 102-102
0.000

0.002

0.004

0.006

0.008

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

18-18 102-102 452-452 2-18 2-102 18-102

0.0

0.1

0.2

0.3

0.4
U

nc
er

ta
in

ty
 [%

 d
el

ta
-k

/k
]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

452-452 16-16 18-18 102-102 2-2 2-102 18-102

0.0

0.1

0.2

0.3

U
nc

er
ta

in
ty

 [%
 d

el
ta

-k
/k

]

Reaction pair

 RMC IFP
 RMC superhistory
 TSUNAMI-CE
 TSUNAMI-MG

Figure 7. Uncertainty of partial reaction pairs of different nuclides.
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Table 10. Total uncertainty in keff.

Code TSUNAMI-CE TSUNAMI-MG RMC SAMPLER

Uncertainty
[%delta-k/k] 0.4596 0.4627 0.4506 0.4926

5. Conclusions

In this work, the B&W’s Core XI benchmark was modeled using RMC and SCALE to
verify the accuracy of the sensitivity and uncertainty analysis methods developed in RMC.
The sensitivity and uncertainty calculation results of the IFP method and the superhistory
method of RMC were compared with that of TSUNAMI-CE/MG in SCALE. The nuclear
cross-sections with high sensitivity and the uncertainty of nuclides with large contributions
to the uncertainty in keff were in good agreement between the two codes. Verification shows
that the capabilities of sensitivity and uncertainty analysis developed in the RMC code has
good accuracy.

A detailed comparative analysis of the advantages and disadvantages of different
sensitivity and uncertainty analysis methods was also conducted. The total uncertainty
in the keff of the first-order uncertainty quantification method was compared with that of
the stochastic sampling method, and the maximum relative deviation of total uncertainties
in keff is 8.53%. Moreover, compared with the IFP method, the superhistory method can
reduce the memory footprint by more than 95%, but the computation time was only about
twice as much as the IFP method. The superhistory method shows advantages for the cases
which have many nuclides and reaction types to be analyzed.
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