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Abstract: Probabilistic solar forecasting is an issue of growing relevance for the integration of
photovoltaic (PV) energy. However, for short-term applications, estimating the forecast uncertainty
is challenging and usually delegated to statistical models. To address this limitation, the present
work proposes an approach which combines physical and statistical foundations and leverages on
satellite-derived clear-sky index (kc) and cloud motion vectors (CMV), both traditionally used for
deterministic forecasting. The forecast uncertainty is estimated by using the CMV in a different way
than the one generally used by standard CMV-based forecasting approach and by implementing an
ensemble approach based on a Gaussian noise-adding step to both the kc and the CMV estimations.
Using 15-min average ground-measured Global Horizontal Irradiance (GHI) data for two locations in
France as reference, the proposed model shows to largely surpass the baseline probabilistic forecast
Complete History Persistence Ensemble (CH-PeEn), reducing the Continuous Ranked Probability
Score (CRPS) between 37% and 62%, depending on the forecast horizon. Results also show that this
is mainly driven by improving the model’s sharpness, which was measured using the Prediction
Interval Normalized Average Width (PINAW) metric.

Keywords: solar; PV; geostationary satellite; cloud motion vector; probabilistic forecast

1. Introduction

The effect of the variability of renewable power production increases with the growing
penetration of photovoltaic (PV) generations. This raises challenges to power systems oper-
ators, increasing their operational costs [1]. As a result, PV power generation forecasting
has become an active field of research to mitigate the effects of this variability [2].

The gains from integrating deterministic solar forecasts in different contexts have
been shown [3–6]. Nonetheless, generating information on the uncertainty associated with
forecasts has been acknowledged to increase the value of forecasting itself [7,8]. Examples
of this include electricity trading on power markets [9], resource estimation for the financing
of new PV power plants [10], smart grids or microgrids operation [11], or unit commitment
for the balancing of power grids [12]. The relevance of this topic has also motivated the
publication of several benchmark [13–15] and verification works [16].

However, characterizing this uncertainty is a difficult task. The variability of PV
production is strongly related to that of surface solar irradiance (SSI), which is present at
different time and space scales and caused by complex underlying physical phenomena [17].
Short-term variability, i.e., a few minutes to a few hours, is mainly driven by the formation
and motion of clouds, which both belong to the most challenging issues in meteorological
forecast. Thus, most research efforts on solar forecasting in this time range address this
source of variability [18]. The sources of observation used to forecast irradiance are largely
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dependent on the considered forecast horizon. Review works commonly highlight how
Numerical Weather Predictions (NWP) are used for hours to days ahead forecasts, satellite
imagery for a few minutes to a few hours ahead forecasts, ground measurements, and
sky imaging for minutes to one-hour ahead forecasts [18–20]. Probabilistic forecasting
of both PV power and irradiance mainly began with hours and day-ahead forecasts, but
an increasing share of research now focuses on minutes to hours ahead probabilistic
forecasting [21].

However, short-term probabilistic solar forecasts present some challenges. The meth-
ods that are the most commonly used in this range of time horizon rely on historical data,
but ground-based measurements and instantaneous maps of irradiance derived from satel-
lite images or all-sky pictures cannot grasp the uncertainty beyond the tendency observed
in the latest records. In such cases, the uncertainty estimation is delegated to statistical
data-driven models, generally by learning through the model a relationship between the
current observed tendency and existing patterns observed in similar conditions in the past.

More precisely, various approaches have been proposed to relate the uncertainty of
an observed situation to those of similar situation observed in the past. On one hand,
non-parametric approaches either model the forecast distribution by a non-parametric
bootstrap of errors conditional to the Sun position [22] or rely on experimentally observed
correlations between the derivative of the SSI and the forecast errors [23]. Other works
explore statistical methods with in-situ records. For example, in Reference [24], the au-
thors used quantile regression solved with an Extreme Learning Machine (ELM) with
past measurements of PV power, wind speed, and temperature. Other authors address
autoregressive models [25,26], only considering past values of the forecasted variable.
More recently, new methods have appeared, such as Markov-chain mixture distribution
models [27]. Another approach consists of leveraging spatially distributed solar time
series to better grasp weather dynamics. In Reference [28], the authors explore, for an
hourly time scale, a small but significant cross-correlation between the irradiance forecast
errors of three different sites. Integrating past PV measurements from neighboring PV
systems has also been shown to improve forecasting performance, by using them as input
for a quantile regression with an L1 regularization [29] or a gradient boosting model [30].
Another possible source of such data is satellite imagery, with various authors directly
ingesting satellite-derived irradiance values into a statistical model. In Reference [31],
the authors used satellite derived irradiance as one of the inputs for an Artificial Neural
Network (ANN). Similarly, in Reference [32], consecutive satellite images were used as
input of an ANN. In Reference [33], the authors used satellite images as a conditioning
feature of a k-Nearest-Neighbor searches to provide probabilistic forecasts at a single
location. Quantile regression combining ground-based measurements, a 10-min running
variability estimation based on standard deviation and satellite-derived albedo was used
in Reference [34]. On the other hand, in Reference [35], a Gaussian Process model is used
with a reduced version of consecutive satellite images to forecast PV power, as to lower
the dimensionality of the problem. However, none of these approaches leverage on the
cloud motion vectors (CMV), which can be extracted from a sequence of images [36,37].
CMV is the foundation for advective forecasting methods [38,39], where motion vectors
are derived for all pixels of an image, and a forecast is produced by extrapolating the
latest image accordingly. However, the results of such methods are often deterministic,
making it difficult to derive the uncertainty associated with the forecast. The aim of this
work is to propose a CMV-based probabilistic forecasting method of global horizontal
irradiance (GHI). This is achieved by adding Gaussian noise on the CMVs. This noise is
meant to account for the uncertainty in the estimation of the norm and direction of the
cloud motion vectors.

2. Proposed CMV-Based Probabilistic Approach

In this section, we present the method we developed to obtain probabilistic forecasts of
Global Horizontal Irradiance (GHI) at a given location. This method consists of four steps:



Energies 2021, 14, 4951 3 of 19

1. calculation of the clear-sky index kc for each pixel of a given satellite sub-image,
centered at the location of interest with a radius of typically 50 km to 100 km; n this
paper, a radius of roughly 50 km is used;

2. estimation of the Cloud Motion Vectors (CMV) using an approach of Optical Flow (OF);
3. identification of the pixels that are likely to advect to the location of interest for

different time horizons (named hereinafter upcoming or converging kc pixels or
values); and

4. building of the Probability Distribution Function (PDF) of the upcoming kc based on
the candidate pixels.

2.1. Calculation of the Clear-Sky Index kc

The first step is to estimate the clear-sky index kc from images of upwelling radiance
acquired every 15 min by the sensor SEVIRI on the geostationary satellite Meteosat Second
Generation at longitude 0◦. The clear-sky index is defined as:

kc =
GHI

GHIcls
, (1)

where GHIcls is the GHI under clear-sky conditions. Thus, the kc varies between 1 when
the sky is perfectly clear to values close to 0 in overcast conditions. To assess this clear-sky
index from the satellite images, we use the Heliosat-2 method [40].

2.2. Identification of the Cloud Motion Vectors

To obtain the motion vectors of the pixels of the transformed satellite images, we used
an OF technique. This technique refers to the apparent motion of patterns in a sequence
of images that results from the individual motions moving objects in the observed scene.
This means that 3D movements are summarized to 2D flows that can be evaluated using
image processing techniques. OF methods use two consecutive images to derive the motion
vectors, and have been in use for a long time, with a wealth of related publications [41].

The basic assumption of the OF method is the brightness constancy assumption. As-
suming that the picture is a field of intensity values for each pixel located with coordinates
(x, y) at a time t, i.e., I(x, y, t), the brightness constancy states that:

I(x + dx, y + dy, t + dt) = I(x, y, t). (2)

This assumption means that the intensity structures will remain the same between two
consecutive images, which can be decomposed in two points: (i) that there is no change in
lighting between two images (thus, kc is used instead of GHI, which can also be derived
from the Heliosat-2 method but is more sensitive to the Sun relative position); and (ii) that
no clouds are supposed to appear, disappear or transform between two consecutive images.
Using a first-order Taylor expansion, this assumption writes:

∂I
∂x

dx +
∂I
∂y

dy +
∂I
∂t

dt = 0. (3)

The elements that we want to identify are the pixel velocities vx = dx
dt and vy = dy

dt .
Rewriting the brightness constancy assumption gives:

∂I
∂x

vx +
∂I
∂y

vy +
∂I
∂t

= 0. (4)

The x- and y-derivatives ∂I
∂x and ∂I

∂y can be estimated from the current picture, and the

temporal derivative ∂I
∂t can be estimated from two consecutive pictures. There are then two

unknowns, vx and vy, and one equation, so that one additional constraint is required to
derive the motion vectors (ill-posed problem).
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There are various methods used to obtain a well-designed system to eventually
derive the motion vectors, notably the use of a regularization term [41]. In this paper, we
pursued the work of Reference [42] and used an efficient method from Reference [43] which
combines a Gaussian-pyramid-based coarse-to-fine approach with Iteratively Reweighted
Least Squares (IRLS).

In addition, many works showed that smoothing is beneficial to CMV approaches
using OF, as it reduces spatial uncertainty [44]. In the typical spatial smoothing, all pixels
in the neighborhood are typically used to smooth a forecast field. It results in a very
smooth forecast that will minimize the risk of high error values. However, in our approach,
we do not consider all pixels in the neighborhood but, rather, selected pixels based on
the characteristics of the optical flow. A second difference is that, while the smoothing
approach takes the average values, our algorithm provides the probability distribution
of the forecast value, which contains more information. If we take the ensemble mean,
our approach would be very close to the well-known smoothing approach. From this
perspective, our approach can be thought of as a generalization of the smoothing approach,
which contains more information, so we did not used standard spatial smoothing.

2.3. Identification of the Candidate Pixels

Once we derived the clear-sky index kc for each pixel, along with the motion vectors
vx and vy, the next step is to identify the pixels that can potentially have an impact on
the location of interest. To do so, we define a monitored perimeter around this location
of interest. Then, we compute for each pixel if the motion indicates that it will enter this
perimeter, and at what time. It is important to note that to perform this computation, we
use an Eulerian approach where each pixel is assumed to have a constant motion vector
and to move in a straight line. Many works using CMV approaches consider, rather, a
Lagrangian approach, where each pixel moves in the motion field and, thus, follows a
trajectory that can be different from a straight line. However, Eulerian approach is simpler
and more efficient to compute; since we are working on forecast horizons shorter than 1 h,
no significant difference is to be expected between the two approaches.

For each forecast horizon, we can determine the pixels that can potentially have an
impact for that forecast horizon, and we consider that the kc values identified for these
pixels are plausible values for the upcoming kc values at the location of interest.

Standard CMV-based forecasting approaches generally proceeds in a different way.
Indeed, as described by the recent paper from Reference [38], a standard CMV-based
forecasting approach uses CMV to “extrapolate the cloud index map” from the time when
the forecast is initiated to the leading time. This extrapolation is performed with a simple
2D resampling, generally followed by the application of a smoothing kernel.

This “forward” extrapolation approach presents the advantage of providing forecasted
cloud-index maps for each pixel at the same time. However, this approach does not handle
CMV situations when different locations appears to “converge” for the same time of
horizon to the monitored perimeter. Depending on the implementation of the resampling,
this procedure will, at best, do an average on the converging kc values and more plausible
a “random choice” of the kc value eventually selected.

The proposed approach is a “backward” one, i.e., on the contrary, centered to a
given monitored perimeter of interest and is enabled to handle explicitly situations of
convergence from different locations as superposition of possible states as an ensemble of
plausible clear-sky indexes, from which will be derived empirical Cumulative Distribution
Function (CDF).

Considering a cloud on a pixel with coordinates (x, y) and motion components vx and
vy, we can estimate the distance at time t between the cloud and the location of interest at
coordinates (0, 0) with:

d(t) =
√
(x + tvx)2 + (y + tvy)2. (5)
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By equating the derivative of this distance with respect to time to 0, we can find the
time for which this distance is the smallest with:

tclosest = −
xvx + yvy

v2
x + v2

y
. (6)

Then, the distance between the cloud and the sensor at that time is:

dclosest = d(tclosest) = (7)√
(x + vxtclosest)2 + (y + vytclosest)2. (8)

So, the candidate pixels that can potentially impact at the location of interest between
future times t1 and t2 are identified with the condition:

t1 ≤ tclosest ≤ t2 and dclosest ≤ Rm, (9)

where Rm is the radius of the monitoring perimeter.
To improve the calibration properties of the probabilistic forecasts, we followed a

Monte-Carlo procedure by adding a centered Gaussian noise to the norm and direction of
the motion vectors. We consider that the noise realization is the same over each image. For
a given image, an error on the motion vector direction and norm dθ and dr are drawn from
a centered Gaussian distribution. Then, the new motion vectors can be estimated as:

v
′
x =

√
v2

x + v2
y + dr ∗ cos

(
tan−1

(
vy

vx

)
+ dθ

)
, (10)

v
′
y =

√
v2

x + v2
y + dr ∗ sin

(
tan−1

(
vy

vx

)
+ dθ

)
. (11)

Thus, to obtain the candidate pixels, we identify the pixels that satisfy the conditions
from Equation (9) not only for the motion vector map calculated with the OF method but
also for an arbitrary number of maps Nmc obtained by drawing the noise of the motion
vectors Nmc times.

This Monte-Carlo procedure improves the calibration properties of the model. Since
we draw the error components from centered Gaussian distribution i.e., dr ∼ N (0, σr), dθ ∼
N (0, σθ), the application of the Monte-Carlo procedure requires the estimation of two
additional parameters, σr and σθ .

We found that standard quadratic error measures, such as the Continuous Ranked
Probability Score (CRPS; see definition in Section 3) tend to favor smooth forecasts that
avoid large errors. Using an optimization loop with such criteria to obtain optimized
parameters would then result in very large parameters, so the noise added would be very
important. In the end, forecasts would simply be the average of the satellite pictures,
and all information about the cloud motions would be lost. A similar trade-off has been
reported for deterministic settings when performance assessment relies in quadratic error
measures (such as CRPS) [45]. Such metrics tend to favor smooth forecasts as to avoid large
errors. Devising an adequate error measure is a research task on its own, and it is out of
the scope of this work.

Thus, we adopted a trial-and-error approach to estimate the parameters, while having
the physical mechanisms at play in consideration:

• a standard deviation of 2 km/h for the Gaussian noise added to the cloud speed (σr),
which is roughly one order of magnitude lower than the typical wind speed in the
lower atmosphere (a few dozen km/h);

• a standard deviation of π/12 radians for the Gaussian noise added to the cloud
direction (σtheta); significantly higher values were considered, as to represent the
difficulty in accurately estimating a CMV and the fact that it varies over time (which
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the Eulerian approach here used disregards), but larger values resulted in the loss of
all information regarding trajectories (i.e., considerably worse sharpness values); and

• a monitoring radius of 1 km, intentionally lower than the 3 km satellite resolution;
larger values increase the number of selected candidates (with the new ones being
farther from the sensor location), which would then describe a variability that is less
similar to that of a point sensor.

Regarding the monitoring perimeter, it is important to emphasize that these param-
eters consider not the original position of a given neighboring pixel but, instead, where
it would be after considering a given CMV and time interval. Thus, it should be seen as
giving some flexibility to the candidate selection process, as it is very unlikely that any
advected pixel overlaps perfectly with the sensor. At the same time, it accounts for CMV
uncertainty as a perimeter deems a range of vectors as suitable candidates (i.e., compliant
with this selection criterion).

Additionally, we chose a single set of parameters which lead to good performance and
reliability for the two test locations as to avoid overfitting and further validate the model
(and its parameter choice). Although extremely high or low values result in bad quality
forecasts, we found that, once reasonable values were found, the resulting forecasts were
not much sensitive to these parameters. This explains why the same parameters could be
used for two different locations with similar forecasting performance.

2.4. Building of the Empirical Distribution of the Clear-Sky Index kc

Once we obtained a set of candidate pixels, we consider that the corresponding kc
values are plausible for the location of interest at a given horizon. However, to improve the
calibration of the forecasting system, we add a Heliosat-2 kc estimation error component.
To do so, estimation errors are collected at the location of interest based on the GHI
measurements and the corresponding Heliosat-2 kc estimations on a training set. The CDF
of these errors is then estimated conditionally to the Sun’s elevation and the level of kc.
To do so, both the Sun’s elevation and the kc level were binned into 5 intervals of equal
population (i.e., intervals defined by the 20th, 40th, 60th, 80th, and 100th quantiles). This
results in 25 possible CDFs. When an additional noise is drawn for the kc at a given pixel,
it is drawn from the appropriate CDF, depending on the kc level of that pixel and the Sun’s
elevation at the time when the image was acquired. This constitutes a second loop of
Monte-Carlo drawings.

The kc values of the candidate pixels calibrated with an estimation error component
define a set of candidate clear-sky indexes kccandidates . We consider that the closest the cloud
passes from the location of interest, the more plausible its kc value is. Thus, we construct
the CDF as the empirical CDF of the set kccandidates , each kc being weighted by the inverse of
dcandidates, the minimal distance at which the cloud passes, computed by Equation (7).

In other words, the CDF is computed as:

wi =
1

dcandidates,i
, (12)

CDF(x) =
∑i wi|kccandidates,i≤x

∑i wi
. (13)

This is the same as modeling the PDF as a sum of Dirac distributions with weights wi:

PDF(x) = ∑
i

wiδ
(

x− kccandidates,i

)
. (14)

Finally, we can obtain the CDF of the irradiance by multiplying the clear-sky index
of the CDF by the clear-sky GHI which was estimated using the McClear model, notably
accounting for water vapor and aerosol effects as forcasted by Copernicus Atmospheric
Monitoring Services (CAMS) [46].
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For illustration purposes, Figure 1 presents a “snapshot” of the CMV-based probabilis-
tic forecasting for one of the considered test locations, described in more detail in a later
section, for an arbitrary date (11 July 2016). at 12:00 UT and 1-h ahead horizon. An overall
flowchart summarizing all the components of the method is proposed in Figure 2.

Figure 1. Example of the CMV-based probabilistic forecast on Carpentras, 11 July 2016 at 12;00 UT, for 1-h ahead every
5 min. (a) Clear-sky index map at 12:00 UT, along with CMV (small red arrows), with a radius of 50 km around the location
of interest. (b) Contour map of the clear-sky index map with 0.5 as a threshold, along with dots identifying pixels converging
to the monitored perimeter of interest. The color of the dots represents the estimated time of intersection. (c) The gray
area represents the reference measured GHI at 15-min time step. The blue line represents the corresponding estimation
from satellite. The black-dash line represents the corresponding clear-sky GHI. The probabilistic forecasting issued at
12:00 UT (vertical red dash line) up to 2-h ahead (vertical black dash line) is represented by the ensemble of potential
converging clear-sky index kc in black dots. For illustration purposes, the 10th, 50th, and 90th percentiles of this ensemble
are represented, respectively, by the red, green, and yellow lines.
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Satellite pictures

Motion vectors

Build CDFs of the kc
satellite estimation error

conditional to Sun
elevation and kc level

CDFs of the kc satellite
estimation error

Gaussian direction error
distribution

Gaussian norm error
distribution

maps of motion vectors

Identify candidate pixels
for a given time using

monitoring perimeter Rm
and build CDF

Probability
distribution of kc

CMV algorithm
using Optical Flow

Draw and add noise to
Motion vectors following
Monte Carlo procedure

Training set Testing set

Figure 2. Overall flowchart of the probabilistic CMV forecasting algorithm.

3. Performance Assessment

The proposed probabilistic forecasting approach is evaluated in both a deterministic
and a probabilistic setting. We used the following acronyms in the evaluation section:
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• The proposed probabilistic CMV approach is noted Pr-CMV.
• We can also provide deterministic forecasts using the Pr-CMV, by taking the median

of the forecast distribution as the deterministic forecast. This method of obtaining
deterministic forecasts is noted Pr-CMV-Det.

We also used several baseline models to compare with our approach. These are:

• A standard CMV approach with no Monte-Carlo procedure noted St-CMV. With
this method, the motion vectors are propagated assuming an Eulerian approach to
estimate the upcoming GHI map for the next time step.

• Two baseline models that make no use of satellite information: the Smart Persistence
model noted persistence, for deterministic evaluation, and the Complete-History
Persistence Ensemble noted CH-PeEn, for probabilistic evaluation. These models are
defined in Section 3.2.

The deterministic evaluation is essentially performed as a preliminary validation
step. As the median motion vectors of the probabilistic approach are identical to a tra-
ditional CMV, using the Pr-CMV-Det approach is expected to perform similarly to the
deterministic St-CMV.

3.1. Metrics

Three classical normalized indicators of performance for the deterministic evalua-
tion were considered: the normalized bias (nBIAS); the normalized mean absolute error
(nMAE); and the normalized root mean squared error (nRMSE). These are notably defined
in Reference [47], and, in this paper, the normalization is performed relative to the mean
value of the observations of daylight period (i.e., when the sun elevation is larger than 10◦.

Evaluating the performance of probabilistic forecasts is considerably more complex
than deterministic forecasts as there are numerous desirable properties which can be
contradictory to each other. In this paper, we follow the evaluation paradigm presented
in Reference [48], focusing on the reliability and sharpness of a forecasting model.

Reliability is defined as the consistency between the forecast probability of a given
event and its observed frequency. This is assessed using reliability diagrams, where the
empirical frequency of the quantiles obtained on the testing set are plotted against their
nominal quantile levels. For example, for the quantile of level 25%, we quantify the
frequency at which the ground measurement fall below the 25% level quantile and plot it
against the value 0.25. For a perfectly reliable forecast, the measurement should fall below
the forecast quantile of level α exactly α% of the time. Visually, the diagram of a perfectly
reliable system corresponds to an identity line, whereas large deviations from this indicate
a lack of calibration. Deviations from the diagonal line can also occur because of the finite
size of the testing set. To address this, we use Reference [49] to draw intervals that show
the range in which a perfectly calibrated system could be located due to the finite size of
the evaluation set with a α = 5% confidence level. This means that any deviations outside
the interval allow us to reject the null hypothesis that the probabilistic CMV is perfectly
calibrated, with a 5% significance level.

To numerically quantify the reliability property, we use the Mean Reliability Deviation
(MRD), which is the mean of the absolute deviations between the diagonal line and the
actual reliability diagram. For a set of N quantile qα of levels α and their actual frequencies
α̂, the MRD is defined as:

MRD =
1
N ∑ |α− α̂|. (15)

While the reliability property is highly desirable, it does not guarantee a model is
of practical use. For example, a climatological model that forecasts each quantile of the
upcoming distribution as the empirical quantile observed on a given training set is perfectly
reliable, although it contains no predictive information besides the averages of the training
set. Thus, it is important to assess a model’s sharpness, as it quantifies the typical width
of the forecast distribution. While a climatological system has a perfect reliability, it has a
very low sharpness since it considers all observations from the training set equally, so that
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the forecast interval is large. On the other hand, a model that has forecasts conditional to
some predictive exogenous inputs is generally sharper.

Sharpness is quantified using the Prediction Interval Normalized Average Width
(PINAW), which is the average width of the interquantile for a given level of confidence.
For a confidence level β, and a number N f of quantile forecasts q̂, along with the GHI
measurements yi, the PINAW is defined as:

PINAWβ =
1

N f

N f

∑
i=1

q̂i1−β/2 − q̂iβ/2

yi
. (16)

In our evaluation, we will also use the Mean Prediction Interval Normalized Average
Width (MPINAW), which is the average PINAW over all possible β values, given the
available forecast quantiles:

MPINAW = PINAWβ. (17)

Both concepts are often contradictory: improving the reliability of a model can worsen
its sharpness and vice-versa. However, forecasts can always be re-calibrated to have a
good reliability, while sharpness is usually an inherent property of the forecasting model
that can not be modified. Thus, in Reference [48], it is stated that reliability should be a
requisite for a model, while sharpness should be quantified after verifying that the model
is reliable. Thus, we will first evaluate the reliability of the probabilistic CMV, and then we
assess its sharpness.

Finally, the Continuous Rank Probabilistic Score (CRPS), a composite metric which con-
siders both reliability and sharpness, is calculated. For a forecast CDF F and a verification
value y, the CDF is defined as:

CRPS =
∫ ∞

−∞

(
F(x)− 1{y≤x}

)2
dx. (18)

The CRPS is then derived for each individual forecast, and the average value is
considered. In this work, the CRPS is presented in %, with respect to the mean value of
GHI during the daylight periods, over the whole dataset of reference.

3.2. Baseline Models

As a deterministic baseline, the smart persistence (Persistence) model was considered,
which can be defined as follows:

GHIPers(t + h) = kc(t)GHIcls(t + h), ∀h. (19)

For probabilistic forecasting, the Complete-History Persistence Ensemble (CH-PeEn) [50]
was considered. The CH-PeEn consists of building an ensemble of kc values by taking all
the kc in the history that have the same forecast time, independently of the lead time (i.e.,
no dependency with respect the time horizon). For example, to perform a forecast for a
given day at 09:00 a.m., all the available kc values measured at the same time of day are
used to build the ensemble. The quantiles of the distribution are then computed as the
empirical quantiles of the ensemble. Thus, the forecast distribution depends only on the
time of the day.

3.3. Data

To perform our probabilistic forecasts, we used data from two sites located in France.
For each case, we have ground-based GHI measurements from pyranometers, as well as
satellite-derived GHI maps on radius larger than 50 km around the locations of the sensors.
The characteristics of both sites and the period for which data is available are summarized
in Table 1.



Energies 2021, 14, 4951 11 of 19

Table 1. Summary of the sites location and description of the yearly dataset of measured 15-min GHI
used for training and for evaluation.

Location Latitude Longitude Elevation Training Evaluation
(◦) (◦) (m) Period Period

Carpentras 44.0830 5.0590 100 2015: 14,573 data 2016: 13,995 data
Signes 43.25551 5.8 441 2015: 14,686 data 2016: 13,693 data

The satellite-derived data used are time-series of GHI maps with a native time step
of 15 min and a spatial resolution of approximately 3 × 4.5 km. This satellite dataset has
been extracted from the database HelioClim-3 version 5, based on the Heliosat-2 method
applied on images from the sensor SEVIRI of Meteosat Second Generation (0◦ Service).
This database available online at http://www.soda-pro.com (last access: 23 June 2021)
and is used both for research and industrial developments. It can be used for historical
analysis, starting at February 2014 up to the current day, and is also available at near
real-time with a time lag of less than few minutes. Numerous validation and performance
analyses of HelioClim-3 for different regions and climates have been performed [51–54]
and demonstrate the good reliability of this database to capture the spatial and temporal
variability of the surface solar irradiance.

The ground-based measurements of GHI used as reference are first quality-checked
at their native time resolution: 1-min and 5-min time steps, respectively, for Carpentras
and Signes. This quality check first uses an automatic procedure based on upper and lower
limits for extremely rare intervals, as described by Reference [55], and then on a visual
inspection. These time-series of GHI are then averaged to 15-min to be consistent with the
satellite data acquired every 15-min. Only data corresponding to a sun elevation angle
larger than 10◦ is considered both for ground measurements and satellite estimations.

Due to the native time resolution of the considered data, forecasts were completed for
15-min intervals, up to a 1-h horizon. However, it is important to note that, just as in the
deterministic CMV-based models, the Pr-CMV is very flexible: without being constrained
by the resolution of the data, it can be adapted to any choice of time horizons.

The CDF of the Heliosat-2 estimation errors are obtained based on a whole year used
for the training period (2015), different for the whole year 2016 used for the performance
analyses, in order to have a dataset representative for the four seasons. The values of the
different parameters required in the simulation are reported in Table 2.

Table 2. Parameters used in the simulations.

σr (km/h) σθ (radians) Rm (km) Nmc

2 π/12 1 5000

3.4. Deterministic Performance

As discussed in Section 3, a preliminary validation of the proposed approach is
performed by comparing its deterministic performance to the St-CMV model. All the
indicators are computed and then reported in Table 3. They are reported depending on
forecast horizon and class of day variability.

This classification is based on a simple threshold for the mean of absolute kc variations
over a given day. To estimate the threshold, we realized a scatter plot of the mean kc
variation against the irradiation level. We found a threshold of 0.075, which we believe to
separate well the days when persistence is most efficient (either very cloudy or sunny days,
i.e., low or high mean daily kc), from the more variable days. Thus, low variability days
were considered those with a mean kc variation below 0.075.

http://www.soda-pro.com
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Table 3. Evaluation results.

Deterministic Evaluation (Carpentras)

Category (reference value) Low variability days High variability days All days
217 days (540.3 W/m2) 148 days (441.3 W/m2) 365 days (500.2 W/m2)

Horizon (minutes) 15 30 45 60 All 15 30 45 60 All 15 30 45 60 All

nBIAS - Persistence (%) 0 −0.1 −0.2 −0.4 −0.2 0.1 0.1 −0.1 −0.3 0 0 0 −0.2 −0.4 −0.1
nBIAS - St-CMV (%) 0.2 0 −0.3 −0.8 −0.2 0 −0.2 −0.4 -1 −0.4 0.1 −0.1 −0.4 −0.9 −0.3
nBIAS - Det-Pr-CMV (%) 0.3 0 −0.4 −0.9 −0.2 0.9 0.2 −0.6 −1.7 −0.3 0.5 0.1 −0.5 −1.2 −0.3

nMAE - Persistence (%) 2.6 3.5 4.2 4.9 3.8 16.1 21.7 25 27.2 22.6 7.4 10.1 11.7 12.9 10.5
nMAE - St-CMV (%) 4 4.4 4.9 5.6 4.7 17.2 19.5 22.2 24.7 20.9 8.7 9.8 11.1 12.5 10.5
nMAE - Det-Pr-CMV (%) 4 4.3 4.9 5.6 4.7 17 18.3 19.9 21.9 19.3 8.6 9.3 10.3 11.4 9.9

nRMSE - Persistence (%) 6.2 8 9.3 10.5 8.6 24.8 32.1 36.2 38.9 33.5 14.9 19.2 21.8 23.6 20.1
nRMSE - St-CMV (%) 7.2 8.2 9.2 10.4 8.8 24.5 27.6 31.2 34.3 29.7 15 16.9 19.1 21.2 18.2
nRMSE - Det-Pr-CMV (%) 7.1 7.7 8.8 9.9 8.4 24.3 25.7 27.7 30.2 27.1 14.9 15.8 17.2 18.8 16.7

Probabilistic Evaluation (Carpentras)

Category (reference value) Low variability days High variability days All days
217 days (540.3 W/m2) 148 days (441.3 W/m2) 365 days (500.2 W/m2)

Horizon (minutes) 15 30 45 60 All 15 30 45 60 All 15 30 45 60 All

MRD - CH-PeEn (%) 8.4 8.4 8.4 8.4 8.4 12.2 12.2 12.2 12.2 12.2 0.1 0.1 0.1 0.1 0.1
MRD - Pr-CMV (%) 5.2 4.8 5.2 6.5 4.7 5.3 5.9 6.5 7.3 6.3 2.2 3.5 4.8 6 4.1

MPINAW - CH-PeEn (%) 46.1 46.1 46.1 46.1 46.1 57.1 57.1 57.1 57.1 57.1 50.2 50.2 50.2 50.2 50.2
MPINAW - Pr-CMV (%) 11.3 11.7 12.0 12.6 11.8 22.9 25.0 27.4 29.1 26.1 15.4 16.4 17.6 18.6 17.0

CRPS - CH-PeEn (%) 13.8 13.8 13.8 13.8 13.8 25.2 25.2 25.2 25.2 25.2 17.8 17.8 17.8 17.8 17.8
CRPS - Pr-CMV (%) 3.2 3.5 3.9 4.4 3.7 12.8 13.6 14.8 16.2 14.3 6.6 7.1 7.8 8.6 7.5
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Table 3. Cont.

Deterministic Evaluation (Signes)

Category (reference value) Low variability days High variability days All days
178 days (599.2 W/m2) 187 days (452.1 W/m2) (530.7 W/m2)

Horizon (minutes) 15 30 45 60 All 15 30 45 60 All 15 30 45 60 All

nBIAS - Persistence (%) 0.5 0.8 1 0.9 0.8 0.4 0.7 0.9 0.8 0.7 0.5 0.8 0.9 0.8 0.7
nBIAS - St-CMV (%) 0.7 0.5 0.2 −0.4 0.3 1.7 1.6 1.3 0.6 1.3 1.1 0.9 0.6 0 0.7
nBIAS - Det-Pr-CMV (%) 0.7 0.5 0 −0.8 0.1 1.4 1.4 0.7 −0.1 0.8 0.9 0.9 0.3 −0.5 0.4

nMAE - Persistence (%) 2.6 3.8 4.8 5.8 4.2 17.8 23.5 26.3 28.6 24.1 8.6 11.6 13.3 14.8 12.1
nMAE - St-CMV (%) 6.5 6.8 7.3 8.3 7.2 19.9 22.6 24.9 27 23.6 11.8 13.1 14.3 15.5 13.7
nMAE - Det-Pr-CMV (%) 6.5 6.9 7.5 8.2 7.3 19.6 21.7 23.2 25.1 22.4 11.7 12.8 13.7 14.9 13.3

nRMSE - Persistence (%) 5.7 7.6 8.9 10 8.2 27.2 34.7 38 40.5 35.4 16.5 21.1 23.2 24.9 21.7
nRMSE - St-CMV (%) 8.9 9.5 10.2 11.3 10 28 31.6 34.8 37.4 33.1 17.8 20 21.9 23.6 21
nRMSE - Det-Pr-CMV (%) 8.8 9.5 10.3 11.6 10.1 27.4 30.2 32.4 34.7 31.3 17.5 19.2 20.6 22.3 20

Probabilistic Evaluation (Signes)

Category (reference value) Low variability days High variability days All days
178 days (599.2 W/m2) 187 days (452.1 W/m2) (530.7 W/m2)

Horizon (minutes) 15 30 45 60 All 15 30 45 60 All 15 30 45 60 All

MRD - CH-PeEn (%) 10 10 10 10 10 11 11 11 11 11 0.2 0.2 0.2 0.2 0.2
MRD - Pr-CMV (%) 2 1.5 2.1 3 2.1 432 4.7 4.7 5.1 4.6 1.3 1.7 2 2.8 1.8

MPINAW - CH-PeEn (%) 45.6 45.6 45.6 45.6 45.6 58.0 58.0 58.0 58.0 58.0 50.5 50.5 50.5 50.5 50.5
MPINAW - Pr-CMV (%) 16.3 16.7 17.0 17.5 16.9 28.0 29.9 32.2 33.9 31.0 20.9 21.9 23.1 24.0 22.5

CRPS - CH-PeEn (%) 12.8 12.8 12.8 12.8 12.8 25.0 25.0 25.0 25.0 25.0 17.6 17.6 17.6 17.6 17.6
CRPS - Pr-CMV (%) 4.9 5.2 5.6 6.2 5.5 14.4 15.7 17.0 18.4 16.4 8.6 9.4 10.1 11.0 9.8
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The results over all forecast horizons are summarized in Table 3. On average,
persistence-based forecasts perform better for low variability days and for horizons shorter
than 30 min, while the CMV-based forecasts perform better for high variability days and
horizons longer than 30 min. This is in accordance with literature results that recommend
the use of in-situ measurements for better forecast performance in the very short term, as
well as satellite imagery for larger horizon ranges.

All the proposed models have very good calibration properties with low nBIAS values.
However, the persistence model seems to have the best calibration properties, with a nBIAS
always lower than 1%, while it can go up to 2% for the CMV-based forecasts. There is also
a trend that the persistence generally performs better in terms of nMAE, while the CMV
has a lower spread and performs better in terms of RMSE.

Finally, the Pr-CMV-Det behaves as expected: the difference between the two satellite-
based approaches is minimal, so there is no drawback to using the Pr-CMV in a determinis-
tic setting, as the performance is very similar to a standard one.

3.5. Probabilistic Performance

We derived the reliability diagrams, the PINAW, and the CRPS of the Pr-CMV and
CH-PeEn models. The results are presented in Table 3, and reliability, sharpness, and CRPS,
with the two latter being presented by time horizon every 15 min up to 1 h, for the two
sites, which are presented, respectively, by Figures 3–5.
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Figure 3. Reliability of the probabilistic forecast models CH-PeEn and Pr-CMV for the two sites,
Carpentras (a) and Signes (b).
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Figure 4. Sharpness of the probabilistic forecast models CH-PeEn and Pr-CMV for the two sites,
Carpentras (a) and Signes (b).

Results show that the calibration of the CH-PeEn is better, on average, with very low
MRD values. However, when comparing the models depending on the day variability, the
reliability of the CH-PeEn decreases, while the reliability of the Pr-CMV remains similar.
In any case, both models show sufficient reliability properties, with deviations from the
diagonal line lower than 10%, in the worst case.

Plotting the reliability diagrams reveals further that, for Carpentras, there is a global
tendency of underestimating the forecasts. For the Signes power plant, the lower-level
quantiles of the CDF are slightly overestimated, while the higher-level quantiles are under-
estimated. This results in a forecast distribution that is globally too narrow. These issues
could be corrected with a fine tuning of the parameters σr, σθ , and Rm.

On the other hand, the forecasts from the Pr-CMV are much sharper than the CH-
PeEn, which seems natural as the CH-PeEn uses all the history for computing the forecasts
independently on the state of the atmosphere, which results in very wide forecast intervals,
as for a climatological forecast. However, an increase in sharpness is not necessarily an
improvement, as it can be obtained at the cost of decreasing the reliability. By computing
the CRPS, we can assess if the forecast from the Pr-CMV is closer to the true distribution
than the CH-PeEn. The CRPS values are indeed lower for the Pr-CMV for any time
horizon and any class of days than the CH-PeEn, which ultimately proves that the cloud
motion modeling step that we added in the Pr-CMV method effectively has an added value
compared to a naive method, such as the CH-PeEn.
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Figure 5. CRPS of the probabilistic forecast models CH-PeEn and Pr-CMV for the two sites, Carpen-
tras (a) and Signes (b).

4. Conclusions

This paper addresses the difficulty in estimating the uncertainty in the upcoming
irradiance for forecast horizons shorter than one hour. In this horizon range, forecasts are
typically obtained by using in-situ measurements, which contain few predictive informa-
tion on the future state of the atmosphere. This ultimately results in forecast intervals that
are too narrow and do not accurately represent the upcoming uncertainty.

Several approaches use satellite information to incorporate knowledge of the future
state of the atmosphere, thanks to its spatial and temporal perspectives. However, they
provide deterministic forecasts, while most decision-making problems in the energy sector
require estimation of the uncertainty.

In this paper, we propose a probabilistic forecast model that uses satellite information
and generates probabilistic forecasts. We showed that this model performs well compared
to standard CMV approaches in a deterministic setting. Besides, it has good probabilistic
properties, so the uncertainty information it provides can be reliably used in a decision-
making problem. The paper does not intend to propose a definitive method but, rather,
aims at opening a new way of using CMV for short-term probabilistic forecasting using
satellite as a source of real-time observation.
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MRD Mean Reliability Deviation
nBIAS Normalized bias
nMAE Normalized Mean Absolute Error
nRMSE Normalized Root Mean Square Error
OF Optical Flow
PINAW Prediction Interval Normalized Average Width
Pr-CMV The proposed probabilistic CMV-based solar forecasting
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