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Ján Kačur *,† , Marek Laciak † , Milan Durdán † and Patrik Flegner †

����������
�������
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Abstract: The underground coal gasification (UCG) represents an effective coal mining technology,
where coal is transformed into syngas underground. Extracted syngas is cleaned and processed for
energy production. Various gasification agents can be injected into an underground georeactor, e.g.,
air, technical oxygen, or water steam, to ensure necessary temperature and produce syngas with the
highest possible calorific value. This paper presents an experimental study where dynamic optimiza-
tion of operating variables maximizes syngas calorific value during gasification. Several experiments
performed on an ex situ reactor show that the optimization algorithm increased syngas calorific value.
Three operation variables, i.e., airflow, oxygen flow, and syngas exhaust, were continually optimized
by an algorithm of gradient method. By optimizing the manipulation variables, the calorific value of
the syngas was increased by 5 MJ/m3, both in gasification with air and additional oxygen. Further-
more, a higher average calorific value of 4.8–5.1 MJ/m3 was achieved using supplementary oxygen.
The paper describes the proposed ex situ reactor, the mathematical background of the optimization
task, and results obtained during optimal control of coal gasification.

Keywords: underground coal gasification (UCG); optimization; syngas; calorific value; optimal
control; operating variables; control algorithm

1. Introduction

The technology of underground coal gasification (UCG) enables the extraction of coal
energy by thermic decomposition. The coal is transformed into syngas by the utilization of
gasification agents injected into an in situ georeactor. The produced syngas is exhausted on
the surface, where it is transformed into the desired form of energy, or various chemicals are
produced. Compared with classical coal mining, the UCG is a less expensive technology,
also attractive in terms of environmental protection. In the case of UCG, at least two
boreholes must be drilled into a coal seam, i.e., inlet or injection hole and outlet production
hole [1].

Before gasification can begin, a highly permeable path (i.e., channel) within the coal
seam is established between the wells. This link is required as the in situ properties of the
coal seam do not permit the gas flows required for economical gasification. Many of the
known coal resources are currently uneconomic to mine using conventional techniques.
The potential of UCG is also in the case of deposits with tectonic faults and in deposits
that are unavailable for traditional mining. As coal reserves are much larger than those of
natural gas, it seems likely that coal gasification will be used more frequently for generating
synthesis gas to make chemicals and liquid fuels.

The essential performance parameter of coal gasification is the calorific value of the
syngas.

The raw dry gas from UCG consists of hydrogen, carbon monoxide and carbon dioxide,
methane, higher hydrocarbons, and traces of tars and pollutants. The valuable gases in

Energies 2021, 14, 4323. https://doi.org/10.3390/en14144323 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0003-1498-447X
https://orcid.org/0000-0003-1874-5038
https://doi.org/10.3390/en14144323
https://doi.org/10.3390/en14144323
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14144323
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en14144323?type=check_update&version=2


Energies 2021, 14, 4323 2 of 26

syngas regarding calorific value are carbon monoxide, hydrogen, methane, and higher
hydrocarbons [2].

The produced gas composition from UCG depends on the injected oxidant used,
operating pressure, and the underground reactor’s mass and energy balance [3,4].

The main chemical processes occurring during UCG are drying, pyrolysis, combustion,
and solid hydrocarbon gasification. The UCG is operated as an autothermic process
whereby oxygen injected through the injection borehole generates heat via the combustion
reactions with the char (i.e., heterogeneous reactions of partial oxidation and combustion
of carbon) and homogeneous reactions in the gas phase. The most important chemical
reaction is the Boudoard chemical reaction (i.e., C + CO2 → 2CO), where valuable carbon
dioxide is produced [5,6].

Various gasification agents can be injected to support gasification, but air (see [7–11])
or a mixture of oxygen and water vapor (see [7,11–13]) are most often used. It was found
that the UCG technology based on injected air achieves lower syngas calorific value
(approximately 6–7 MJ/m3) as in the utilization of oxygen along with water vapor (i.e., up
to 10.9 MJ/m3, e.g., trials in Chinchilla and Rocky Mountain I [12,14]).

For the ignition of the coal seam, the pyrophosphoric materials in a gaseous state or
silane-methane ignition system are used.

Figure 1 shows the UCG principle with one injection and one production well. In
the underground, there is a coal seam called an in situ georeactor, in which UCG takes
place. On the surface, there are devices for measurement and regulation, compressors for
injection of gasifying agents, oxygen production, and devices for suction, purification, and
storage of syngas.
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The underground temperature is an essential indicator of the course of chemical
reactions. Unfortunately, the measurement of underground temperature is complicated
due to the inaccessibility of the measuring place. For the estimation of the underground
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temperature in the georeactor during UCG, various proxies are used, e.g., proxy from
isotope measurement in syngas [15,16], proxy from radon emanation [17–19], or proxy
based on syngas composition and machine learning model [20].

In UCG, the rock joint roughness has a significant impact on fluid migration. The
surface roughness of rock directly affects its strength, deformation, and seepage charac-
teristics. The results show that the surface roughness of sandstone increases with the
increase in temperature and cycles after heating and cooling; at above 500 ◦C, the thermal
damage increased significantly due to the expansion and cracking of quartz particles [21].
The relationship between the aperture and gas conductivity of a single natural fracture
was investigated in the laboratory condition [22]. The effects of shear displacement and
normal stress on the mechanical and hydraulic behavior of fractures are also studied in [23].
Many different methods have been used to measure rock fracture surface roughness. An
accurate quantification of roughness is essential in modeling strength, deformability, and
fluid flow behaviors of rock joints. Rock mass strength, deformability, and fluid flow
behaviors depend very much on the properties of joints. A comprehensive review of rock
joint roughness measurement and quantification procedures can be found in [24].

1.1. UCG Control

The main issue of UCG control is to produce syngas with stable calorific value. The
control of UCG is a difficult task as, in UCG, there is a lack of direct control over many
essential parameters.

The automated control of UCG can be bedeviled by a relatively considerable uncer-
tainty of the controlled object (i.e., coal seam), which, unlike the industrial system, was
created by nature. Partly this uncertainty can be reduced by a more detailed geological
survey. However, even this does not guarantee the elimination of such uncertainty, as
evidenced by long-term experience in the traditional coal mining technology. There may
also be problems with the changing operating conditions of the process. For this reason, the
control system should be robust and be able to adapt to changes in the process continuously.

The input flows of the gasifiers should be continuously optimized to ensure the
required calorific value. An automated control system should be able to perform optimal
control interventions and eliminate the human factor.

On the outlet from the georeactor, there is an effort to optimize suction pressure (i.e.,
under pressure) or directly the exhaust fan power (e.g., revolutions). The under pressure
and overpressure control of UCG on the stabilization level were investigated in [25].

Kačur and Kostúr [25] have investigated the utilization of adaptive PI control to
stabilize the temperature in the oxidization zone, measured by a thermocouple, with
the regulated airflow and stabilization of measured oxygen concentration in syngas by
regulated exhaust fan power. The adaptation of discrete controllers aimed to cope with the
uncertainties in UCG. The proposed controllers were verified on an ex situ reactor.

Within experimental research of UCG improvement, an adaptive model-predictive
control (AMPC) was also tested on a regression machine-based simulation model [26].

In [26], the model based on multivariate adaptive regression splines (MARS) simulated
the UCG process, and the AMPC algorithm continuously optimized the three control
variables (i.e., the air flow, oxygen flow, and output under pressure) to maintain the syngas
calorific value setpoint. The internal prediction model of the ARX type was continuously
adapted in the MPC algorithm. The simulation results showed that AMPC could achieve a
better quality of calorific value stabilization with three manipulation variables than with the
use of a discrete PI controller and one manipulation variable (i.e., air flow). Unfortunately,
applications of MPC on industry hardware can be complicated, due to complex matrix
calculations and quadratic programming [26].

Another connection of learning methods with predictive control of gasification can be
found in [27]. In this work, adaptive predictive control of oxygen concentration in syngas
without using a model was proposed.



Energies 2021, 14, 4323 4 of 26

Another research of automated UCG control was based on a continual adaptation of
two regression models to maintain syngas calorific value [28].

This approach was also tested on an ex situ UCG reactor. Several criteria were
proposed for the adaptation of regression parameters, e.g., the measure based on the
desired range of the calorific value and underground temperature. The proposed models
calculate optimal air flow and oxygen flow injected to the georeactor to increase or maintain
the syngas calorific value during UCG operation. The regression modes were adapted by
continually measured process data and the least square method. The proposed control
approach has shown exciting results and demonstrated the possibility of its application
on devices of industrial automation, or as a supporting algorithm for the monitoring
system [28].

Another approach for estimating an optimal amount of gasification agents based on
thermodynamical model was proposed in [29].

The optimization goal in [29] was to find the optimal amount of oxidizers at a known
thermodynamic temperature. Optimization problems were solved by a modified gradient
method for the defined weight of coal. The aim of the thermodynamics model was based
on input data of UCG processes to calculate the composition of syngas at different temper-
atures. Based on thermodynamics, the system will be in a state of equilibrium if overall
Gibson energy is at a minimal. The optimization task was solved using the method of the
Lagrange multipliers [30,31].

Wei and Liu [32] have proposed a new data-based iterative optimal learning control
scheme for discrete-time nonlinear systems, using the iterative adaptive dynamic program-
ming (ADP) approach, and apply this proposed scheme to solve a coal gasification optimal
tracking control problem. The neural network was used to approximate the system model
using the input-state-output data of the system, and the optimal tracking control problem
was transformed into a two-person zero-sum optimal regulation control problem. An
iterative ADP algorithm was then established to obtain the optimal control law where the
approximation errors in each iteration were considered [32].

Much research work to developing UCG advanced control has been completed by
Uppal et al. [33,34].

In [34], the nonlinear time-domain UCG model was used in a closed-loop configuration
with a sliding mode controller (SMC). The controller can find optimal input of the model
as the molar flow rate of inlet gas (i.e., a mixture of air and steam) to keep the calorific
value at the desired value in the presence of external disturbance (i.e., water influx from
the surrounding aquifers). Recently, a one dimensional (1-D) packed bed model of UCG
was proposed, which can be used in a closed-loop configuration with a robust controller
to maintain a desired heating value of the exit gas mixture by manipulating the flow rate
of injected gases. The solution of the model showed that the heating value of the exit
gas is sensitive to the flow rate of inlet gases. Therefore, a robust control strategy can be
employed to maintain the desired heating value in the presence of disturbances and model
uncertainties by manipulating the flow rate [33,35–38].

1.2. Model-Free Control

Model-free control does not rely on any mathematical model of the controlled system.
The control algorithm uses only online measurements from the real system. Model-free
control can adapt to a regulated system and deal with any uncertainty in the system,
as it does not rely on any specific model. One of the best-known approaches to system
management without a model is extremum seeking control [39–42].

This is a model-free optimization method that was initially proposed to control train
systems [43]. The main goal of such a control system is to seek an extremum, i.e., maximize
or minimize a given objective function, without closed-form knowledge of the function
or its gradient. In the literature, many results from the application of extremum-seeking
algorithms can be found, especially after the appearance of a consistent convergence
analysis in [44].
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To understanding extremum seeking methods, the following general dynamics of the
system can be defined:

.
x = f (x, u), (1)

where x ∈ Rn is the state of the system, u ∈ R is the scalar control (for simplicity), and f :
Rn ×R→ Rn is a smooth function. We then use Equation (1) to represent the model of
a real system, with the control goal to optimize a given performance of the system. This
performance can be as simple as a regulation of a given output of the system to a desired
constant value, or a more involved output tracking of the desired time-varying trajectory,
etc. Let us now model this desired performance as a smooth function (x, u): Rn ×R→ R ,
which can be simply denoted as J(u), as the state vector x is driven by u.

Indeed, one of the simplest ways to maximize J is to use a gradient-based extremum
seeking control as follows:

.
u = h

dJ
du

. (2)

Another well-known approach to seeking extremes is the so-called extremes seeking
based on perturbations. The control algorithm uses the perturbation signal to examine the
control space, and sets the manipulation variables toward the local optimum by implicitly
monitoring the gradient update. These types of extremum search algorithms have been
thoroughly analyzed, for example, in [41,44–46].

The following well-known model-free control method is the co-called reinforcement
learning algorithm [47–53].

In this method, the control algorithm tests random control actions, monitors system
responses, and gradually creates a system’s predictive model. This approach to control
belongs to the machine learning class. The algorithm continuously learns how to map
system states to action interventions so that the objective function is maximized. The control
algorithm creates a database of the best action interventions using trial and error [54].

In this work, a model-free optimal control design is presented, which continuously
searches for local extremes of syngas calorific value using perturbation signals. The UCG
represents numerous chemical processes, which complex model would be complicated. In
this study, the UCG was considered a black-box system with known inputs and outputs
(see Figure 2). Utilization of an ex situ reactor and the physical model of coal seam enables
us to verify a UCG control system in lab-scale without environmental impact. The black-
box approach and model-free control enable us to process control without the need to
model internal processes. The controlled system, i.e., UCG georeactor, has known inputs
and outputs. After ignition of the coal seam, the syngas production depends on injected
oxidizers (i.e., gasification agents) and regulated under pressure.
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In the following sections, the UCG ex situ reactor and the proposal of model-free
optimal control of UCG are described. The aim was to design a model-free control algorithm
that could be implemented on industrial hardware (e.g., PLC) or SCADA software. By
introducing perturbations on the controlled system, it is possible to continuously optimize
the manipulation variables to maximize the calorific value of the syngas produced. The
algorithm should only work with measurable inputs (i.e., airflow or oxygen flow) and
measurable outputs (i.e., syngas composition and calorific value). Verification of the control
system was performed on an ex situ reactor where the influence of UCG uncertainties (e.g.,
fractures, surface subsidies, gas leaks, and water tables, etc.) on syngas production was not
analyzed at this stage of the research.

2. Experimental UCG in Ex Situ Reactor

Much research work in UCG has been performed on ex situ reactors (e.g., [6,29,55–58]).
Using the ex situ reactors, the influence of various oxidants on the calorific value of syngas,
the movement of the combustion front, reverse combustion, and the modeling of the
temperature field was investigated. Ex situ reactors with the bedded coal represent physical
models of the real coal seam. The coal storage, as well as the reactor design, meet the
conditions of geometric similarity.

To test advanced control methods (i.e., adaptive and optimal), the experimental
gasification equipment with a UCG ex situ reactor was constructed (see the scheme of
equipment in Figure 3 and ex situ reactor in Figure 4a). A ramp with sampling points
for gas analysis was constructed in the middle of the ex situ reactor. Coal was bedded
longitudinally on both sides of the reactor or only on the right half.
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The ex situ reactor allowed the bedding of connected blocks of coal. The coal seam
model was created from glued coal blocks (see Figure 4b). For experiments, the lignite
from the mine Cigel’ was used. This mine belongs to Upper Nitra coal Basin in Slovakia.
During the gasification, the fired coal and layers of coal from roof stone stroke down into
the formed space (see Figure 4c). After gasification, there was ash in the reactor and a
partly gasified coal (see Figure 4d).

Along with the coal seam model, the gasification channel was created. This channel
was created as a gap between blocks or drilled as a borehole to coal blocks. The bedded
coal was isolated by a mixture of sand and water glass. The outer isolation was ensured by
the sibral.



Energies 2021, 14, 4323 7 of 26
Energies 2021, 14, 4323 9 of 27 
 

 

 
Figure 4. Ex situ reactor: (a) closed reactor before experiment start, (b) coal bedding, (c) gasified coal in reactor, and (d) 
extracted coal specimen. 

Figure 4. Ex situ reactor: (a) closed reactor before experiment start, (b) coal bedding, (c) gasified coal in reactor, and
(d) extracted coal specimen.

As gasification agents, atmospheric air and technical oxygen were used. They were
injected into the reactor from the pressure vessels. Two compressors produced the pressure
air, and pressure oxygen was delivered from the oxygen plant.

For the measurement and control, several devices were used. Figure 5 shows devices
essential for the control system verification. The volume flows of gasification agents were
regulated by the servo-valve and reduction valves (see Figure 5a). Pressure transducers
measured the pressure of gasification agents (see Figure 5b). The volume flows of air and
syngas were measured using the flow meter diaphragms and the differential pressure
transducers (see Figure 5c,h). A vortex flowmeter measured the volume flow of oxygen
(see Figure 5i). The mixture of air and oxygen was created in the mixing chamber. The
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stationary analyzers measured the composition of syngas at the output from the ex situ
reactor. Using two analyzers (i.e., Madur CMS–7 and ABB Caldos (see Figure 5d)), gas
concentrations as carbon monoxide (CO2), carbon dioxide (CO), oxygen (O2), hydrogen
(H2), and methane (CH4) were continually measured.
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Figure 5. Devices for measurement and control: (a) servo valve, (b) pressure transducer for air, (c) mixing chamber and
differential pressure transducer for airflow measurement, (d) gas analyzers, (e) exhaust ventilator valve, (f) frequency
changer, (g) programmable logic controller (PLC), (h) pressure transducer for syngas flow measurement, and (i) vortex flow
meter for oxygen flow measurement.
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The syngas calorific value was calculated from the measured gases according to the
following equations:

H = 126.4ϕCO + 107.6ϕH2 + 358.0ϕCH4 , (3)

where H is the syngas calorific or heating value (KJ/m3) and ϕi is the volume fraction of
the i-th fuel component in percentages.

The outlet under pressure was controlled by the power of the industry fan and
frequency converter (see Figure 5e,f). The produced syngas was burned in the combustion
chamber or exhausted by the smoke stack.

All devices were connected to PLC (see Figure 5g). The detailed specifications of all
devices used in experimental UCG can be found in [25].

The automated control system can simultaneously perform several cyclic tasks, which
provide the following operations:

• control of air pressure by two compressors;
• stabilization of airflow through servo valve;
• stabilization of temperature in the oxidizing zone;
• stabilization of the O2 concentration in syngas.

On the pipes were placed pressure transducers. The construction of an ex situ reactor
enables measurement of the pressures and syngas composition, along with the physical
model of the coal seam.

The temperatures in the coal, gasification channel, and isolating overburden were
measured by thermocouples of K type (up to 1300 ◦C). All devices for the measurement
and control were connected to PLC (B & R X20: Eggelsberg, Austria) that was placed along
with a frequency changer to the instrumental box (i.e., switchboard).

The control algorithms (i.e., stabilization and optimal control) were implemented
on PLC as cyclic tasks. The control interventions, controllers’ setup, or monitoring of
the gasification process variables were ensured by the SCADA system created in Pro-
motic [2,20,25,26,28,55].

Table 1 presents the results of the coal composition analysis performed in a certified
laboratory. It can be seen from the table that this is coal with higher moisture.

Table 1. Coal composition analysis (r = received, d = dry, daf = dry ash-free, and a = analytical) [25].

Parameter Value

Total Moisture Wr
t (%) 22.25

Ash Ad (%) 26.33
Volatiles Vda f (%) 60.39
Carbon Cda f (%) 64.79

Hydrogen Hda f (%) 5.59
Nitrogen Nda f (%) 1.04

Calorific value Qda f
i (MJ/kg) 24.94

Calorific value Qd
i (MJ/kg) 18.37

Calorific value Qr
i (MJ/kg) 13.74

Ash Ar (%) 20.47
Carbon Cr (%) 37.11

Hydrogen Hr (%) 3.20
Nitrogen Nr(%) 0.59

CaO (%) 1.12
MgO (%) 0.62
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Table 1. Cont.

Parameter Value

SiO2 (%) 12.10
Al2O3 (%) 5.26
Fe2O3 (%) 2.89
Na2O (%) 0.14
P2O5 (%) 0.02
TiO2 (%) 0.17

K2O 0.55
Volatiles Vr (%) 34.59

Analytical Moisture Wa (%) 9.56
Total Sulphur Sr

t (%) 1.93
Sulphate Sulphur Sr

S (%) 0.01
Pyritic Sulphur Sr

P (%) 1.35
Organic Sulphur Sr

O (%) 0.57
Oxygen Qda f (%) 26.34
Oxygen Qd (%) 19.4

Within the research, the permeability of the coal sample was also analyzed using a
pressure permeameter. The amount of gas forced through the sample was measured with
a wet gas meter. In the pressure of 1 MPa and flow 0.000011722 m3·s−1, the permeability
coefficient had the value of K = 2.37911 × 10−14 m2 [59].

3. UCG Optimal Control Based on Dynamic Optimization

An optimal control algorithm finds the optimal values of control variables (i.e., manip-
ulation variables) to achieve a certain optimality criterion (e.g., maximum profit, minimum
cost, maximum calorific value, the maximum volume of produced syngas, etc.). There are
two types of automatic optimization [60]:

• Optimization with the mathematical model of the process;
• Optimization without the mathematical model of the process (i.e., the system is

considered as the “black-box”).

In the first case, a mathematical description of the process in the control computer
is encoded. With this description, the optimal values of control variables, which are
transferred to the local automatic control systems, are found. These controllers’ role is to
maintain the setpoint of control variables, but the system properties change during the
time. Capturing the time variability in the mathematical model is probably impossible. The
mathematical model consists of a wide range of parameters determined by experimental
knowledge about the system’s behavior.

In the second case, the optimal mode can be found via “experiment” on the observed
object. In the controlled process, perturbations through the control variables are artificially
created and, based on the analysis of results, are gradually improving the operating mode
of equipment. The nonlinear programming methods are the most commonly used to find
the optimal mode where the model is the physical object itself. The advantage of the first
approach is that it involves a relatively simple calculation and setting of optimal conditions.
The advantage of the second approach is that there is no required mathematical model of
the process.

The disadvantage of the first approach is that obtaining a good model requires sub-
stantial theoretical and experimental efforts. The drawback of the second procedure is a
break in the continual work of equipment.

To formulate optimization problems in general, so that it covers all possible cases,
is very difficult. What follows is the formulation, which is quite near to the general
formulation.

The definition of an optimization problem from a mathematical term is essentially
a setup of set D ∈ R, and a function of multiple variables J(u1, u2, . . . , un), respectively
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J(u) ∈ R. Then, looking such J
(
uopt) so as uopt ∈ D, J

(
uopt) ≥ J(u) (i.e., maximization)

for all u ∈ D was fulfilled. The set of D is often called an area created by limitations.
In terms of proposal of the optimal control system, the following approaches can

be applied:

• Optimal control systems with feedback;
• Optimal control systems with feed-forward;
• Combined optimal control systems.

In this paper, to realize the optimal control of UCG, the optimal feedback control was
proposed. The proposal is based on a static optimization method that was adapted to
the dynamic process of UCG. The optimization method continually seeks local extremes
of the objective function and optimizes manipulation variables. The advantage of this
system is that it does not need the process model. In this case, the optimal control is
achieved directly by the experimental way, where the model is a controlled object. Process
behavior is performed in an iterative way so that the criterion of optimality according to
an optimization algorithm was fulfilled. The first successful trial with optimal feedback
control of UCG without model was reported in [42]. The optimal control system was based
on direct extremum seeking of carbon monoxide concentration in syngas and gasifica-
tion agent optimization. When formulating optimal control problems, it is desirable to
know the optimized vector, optimality criterion, constraints, and have chosen a suitable
optimization method.

3.1. Optimized Vector

Optimized vector (4) consists of variables that can be changed to obtain extremum of
optimality criterion, which optimize these parameters. For optimization of the gasification
process, this vector consists of three manipulation variables, with which we can dynamically
influence the process.

u =

 u1
u2
u3

, (4)

where u1 is the servo valve opening adjusted by digital pulses. By changing the servo valve
opening, the change of airflow is reached (m3/h). The airflow is the primary operating
variable in experimental UCG. Although the airflow can be stabilized by PI controller, for
more straightforward implementation and verification of the proposed control algorithm,
we decided not to use cascade connection. Variable u2 represents the oxygen flow added to
the oxidation mixture (m3/h). It is the value of the desired flow adjusted directly by the
servo valve. The third manipulation variable, u3, is an exhaust fan motor power frequency
(Hz). The change of this variable changes the fan’s revolutions, and subsequently, the
suction pressure (Pa) at the outlet is affected.

3.2. Optimimality Criterion

The gasification control can be performed optimally under the chosen optimality
criterion respecting restrictive conditions. Optimality systems generate optimal control,
which depends on the selected optimality criterion. This criterion may be technical or
economic nature. For optimal control, the gasification process can be used the following
criterion of optimality:

An optimality criterion that represents the maximum calorific value of syngas was
defined. The criterion was defined as functional in the form:

J =
τ2∫

τ1

H(τ)dτ → MAX (5)

where H(τ) is the calorific value of the syngas in time τ (MJ/m3), and constants τ1 and τ2
are the times of the start and the end of the analyzed section (s), respectively.
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Considering that the boundaries τ1, τ1 in previous integral are fixed values, and time
section τ2 − τ1 is the constant, this functional is unsuitable for practical solutions. For
the realization of the optimal control system, it is preferable to use the functional in the
following form:

J =
1

τ2 − τ1

τ2∫
τ1

H(τ)dτ → MAX. (6)

This criterion expresses the maximal calorific value on average during optimal process
control.

3.3. Constraints

In formulating the optimal control problem, consideration of limitations resulting
from the process is required. These are constraints and requirements on the input and
output process variables, which must not be exceeded. In technological processes, such
restrictions may result either from technological requirements or the equipment’s design
parameters, in which technological process occurs. For optimal control of the gasification
process, which is performed on a laboratory gasifier, the following constraints can be
defined:

• For the control variables, the constraints are defined as the following:

uMin
j ≤ uj ≤ uMax

j ; (j = 1, 2, 3) (7)

where uMax
1 , uMin

1 is the maximum and minimum of allowable servo valve opening (%,
pulses) or airflow (m3/h), respectively, uMax

2 , uMin
2 is the maximum and minimum of

allowable oxygen flow (m3/h), respectively, and uMax
3 , uMin

3 represent the maximum
and minimum of allowable exhaust fan power frequency (Hz), or boundaries for
controlled under pressure (Pa) on the outlet from the ex situ reactor, respectively;

• If the concentration of oxygen in the syngas is too high, it means that input is set
up to a high flow of oxygen or a higher amount of oxidant is blown. High oxygen
concentration at the outlet leads to a surplus of oxygen in the gasification process. It
is reflected in a reduced calorific value. An ideal situation occurs when the oxygen
concentration on the outlet is maintained at 0%. Given the above remarks, we can
define a limit on the concentration of oxygen

(
ϕO2

)
in the following form:

ϕMin
O2
≤ ϕO2 ≤ ϕMax

O2
, (8)

where ϕMax
O2

is the maximal permitted concentration of O2 in syngas (%), and ϕMin
O2

is
the minimal permitted concentration of O2 in syngas (%).

3.4. Optimization Method

In this paper, the simple gradient optimization method with constraints is proposed
to be applied for the model-free optimal control of UCG. It is an iterative method, based on
the last point approximation looking for another point in which the objective function’s
value is nearer to the extreme. The speed of convergence of this method is quite good at
greater distances from the extreme, and approaching the extreme, the rate of convergence
decreases. This approach is suitable for multidimensional optimization problems and
belongs to a group of methods called point–direction–step. Applications of gradient
methods for solving a specific problem of optimal control can be found in [61,62].

The control algorithm aims to maintain the extreme (i.e., maximum) of the objective
function in each control step. The research was aimed to maximize syngas calorific value,
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as this variable is the most critical indicator of UCG. Replacing the integral in Equation (6)
by the operator of the summation, a discrete form of the objective function can be obtained:

Jk(u) ≈
1
n

n

∑
i=1

Hj·∆τj → MAX, (9)

where Jk(u) is the value of the objective function in the step k (MJ/m3), k is the index of the
control period T0,opt of the optimal control algorithm, u is the vector of the manipulation
variables, which are optimized by optimal control algorithm, H is the calorific value of
syngas (MJ/m3), j is the index of the sampling period T0,stab on the stabilization level, ∆τj
is the value of T0,opt in the j–th step of the sampling, and n is the number of the samples in
the buffer.

Equation (9) represents a nonlinear function that will be maximized. This task can be
solved by a nonlinear optimization method with constraints.

Assuming that ∆τj = 1 for j = 1, 2, . . . , n substituting into Equation (9), then the
equation for calculation of the average calorific value is the following:

Hk(u)
average =

1
n

n

∑
i=1

Hj, (10)

where Hk(u)
average is the average calorific value (MJ/m3) of the syngas in the step k, and

Hj is the j–th calorific value in the buffer (MJ/m3).
The average calorific value of the produced gas during the period T0,opt is in the

algorithm of optimal control calculated as a moving average of the samples recorded with
a period T0,stab. For calculation of the moving average, a FIFO buffer was used [63]. This
buffer contains a historical record of the calorific value. The time length of this record is
determined by the buffer size n and the sampling period T0,stab.

Components of the vector u are continually optimized by optimal control algorithm
to gradually achieve extremes of the objective function J(u). The control system sets a
new opening of the servo valve according to the value of the parameter u1, the desired
flow of the oxygen by the parameter u2, and the new frequency of changer according to
the parameter u3. Concerning the principle of the gradient method for maximizing the
objective function, the following equation is calculated iteratively [62,64]:

ui+1 = ui + h·∇J
(

ui
)

, (11)

where ui+1 is the vector of optimized control variables in step i + 1, ui is the vector of the
optimized variables in the step i, and h is an iterative constant (step), which is chosen in
such a way that the values ui+1 do not distort conditions of the existence of functions J(u),
also that was true (maximizing) J

(
ui+1

)
> J
(

ui
)

and, at the same time, ensure appropriate
convergence of the method. Step h is reduced only if the value of the objective function
does not grow. Each variable of vector ui can have custom parameter h. Then, the vector
h = (h1, h2, h3)

T can be defined;∇J
(

ui
)

is the gradient of the objective function expressed
as the column vector of partial differentials of the objective function according to variables
ui

1, ui
2, ui

3.

Optimization starts with the initial vector u0 =
(
u0

1, u0
2, u0

3
)T . In the next step, the

control history is perturbed, and the partial derivatives are calculated on each iteration.
This straightforward control adjustment scheme derives the control perturbation for the
(i + 1)st iteration from the control gradient computed on the i-th iteration [62].

The gradient of the objective function contains the following components:

∇J
(

ui
)
=

(
∂J

∂ui
1

,
∂J

∂ui
2

,
∂J

∂ui
3

)T

. (12)
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For the approximation of gradients ∂J
∂ui

1
, ∂J

∂ui
2
, and ∂J

∂ui
3
, the finite difference method can

be used. Using a forward approximation, the following equations can be obtained:

∂J
∂ui

1

∼= ∆J
∆ui

1
=

J(ui
1+∆u1, ui

2, ui
3) − J(ui)

∆u1

∂J
∂ui

2

∼= ∆J
∆ui

2
=

J(ui
1, ui

2+∆u2, ui
3) − J(ui)

∆u2

∂J
∂ui

3

∼= ∆J
∆ui

3
=

J(ui
1, ui

2, ui
3+∆u3) − J(ui)

∆u3

(13)

where ∆uj is the elemental change of the manipulation variable uj, (j = 1, 2, 3).
For the application of the gradient method, the parameters ∆u1, ∆u2, and ∆u3 are

chosen so that the change of the parameter uj by value ∆uj, (j = 1, 2, 3) causes a change in
the value of the objective function. The objective function’s value enters into the optimal
control algorithm only from the steady state of the process. Each subsequent step of the
optimal control algorithm is performed only if the following condition is fulfilled:

max
j=1...n

{∣∣Hk(u)
average − Hj

∣∣
Hk(u)

average

}
< εmax (14)

where Hk(u)
average is the average syngas calorific value of the syngas in step k, Hj is the j–th

calorific value in a FIFO buffer (MJ/m3), εmax is the maximum allowable deviation from
the arithmetic average (%), and parameter n is the number of samples in the FIFO buffer.

Alternatively, the test of steady state can be performed by calculating standard devia-
tion according to the equation

1
n

√
n

∑
k=1

(
Hk(u)

average − Hj
)2

< smax, (15)

where parameter smax represents the maximum allowable value of the standard deviation.
The choosing constant εmax is based on the analysis of the calorific value record. There

was analysis of the settling time of the calorific value and the ability to stabilize. At each
step of the record, the left-hand side of the Equation (14) was evaluated. Figure 6 shows
the calorific value behavior during the experiment and the relative error of the arithmetic
average as the value on the left side of the Equation (14). Calorific value is changed in
carrying out different control interventions (e.g., change the servo valve position, increase
oxygen flow, or change the power frequency of the exhaust fan). The graphical analysis
follows that the calorific value can be considered steady when the relative deviation is not
more than 25%.

When testing the algorithm, the buffer keeps a historical record of the samples from
the last 30 min. It is time that corresponds to the approximate stabilization time of the
calorific value. Detection of the steady state of the calorific value by evaluating condition
(14) should be verified not only at each step k, which is performed with the period T0,opt,
but also continually in every step of the calorific value stabilization (T0,stab). Recorded
behavior of the stabilization error can serve in the analysis of the algorithm activity. If the
condition (14) is fulfilled, the Boolean variable (i.e., flag) Steady in the algorithm is set to
the logical value True. The buffer size and the update period can be arbitrarily set on the
control panel in the monitoring system.
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For the automated control of UCG, the gradient method was adapted to experimental
gasification equipment and possibilities of the ex situ reactor. The algorithm flow chart
is shown in Figure 7. The proposed algorithm represents one of the possible variants of
gradient method application for the dynamic process. The algorithm was programmed
as two cyclic tasks implemented to PLC Steps of the algorithm are performed with the
period T0,opt, and this period can be arbitrarily set from the environment of the monitoring
system. During testing, in the optimal control algorithm, the period T0,opt was set to 900 s
(i.e., 15 min).

The first cyclical task worked with period T0,opt and ensured the implementation of
each step of the algorithm, depending on the state given by flag Steady. The objective
function’s current value (in the algorithm labeled as J) also enters the first cyclic task.

The second cyclical task worked with the sampling period T0,stab, detecting the stabi-
lization of the calorific value and setting the flag Steady. When testing the optimal control
algorithm, the period T0,stab was set to 1 min. The algorithm was also tested with T0,stab
set to 30 and 15 s. At the same time, I second cyclic task ensures updating variable J,
containing the current value of the objective function calculated according to Equation (9).

The proposed algorithm can optimize the three manipulation variables during the
UCG and seek local extremes of the objective function, i.e., maximization of syngas calorific
value. The algorithm uses perturbations to explore the control space, and steers the manipu-
lation variables toward their local optimum by following a gradient update. The algorithm
continuously seeks optimal manipulation variables to set the operating parameters as the
airflow, the flow of additional oxygen, and the under pressure at the outlet. By automatic
setup of the manipulation variables, the human factor is eliminated when deciding on
action interventions to increase the syngas calorific value.
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Considering a defined constraint (7), the following conditions must be evaluated in
the algorithm:

If ui+1
j > uMax

j then ui+1
j = uMax

j ; if ui+1
j < uMin

j then ui+1
j = uMin

j for j = 1, 2, 3.

As the proposed algorithm can set the various value of the oxygen flow rate, which in
some cases can cause a state with a high excess of oxygen, the algorithm takes into account
the constraint (8) and evaluates the following condition:

If ϕO2 > ϕMax
O2

then
∂J
(

ui
)

∂ui
2

= 0

where ϕO2 is the currently measured concentration of O2 in syngas and parameter ϕMax
O2

rep-
resents the maximum allowed concentration of O2 in syngas. When testing the algorithm,
the value of the parameter ϕMax

O2
was set to 10%.

Initialization of the algorithm requires a correctly chosen value of the optimization
parameter h. The improperly selected value of this parameter can cause unexpected
behavior of optimization. When the optimization is in progress, the following condition
must also evaluate:

If J
(

ui
)
> J
(

ui+1
)

then h = h/2 until h ≤ hMin.

If h ≤ hMin, or max division of h exceeds, then it is necessary to determine the new
initial vector u, constant h, and re-solve the optimization task (i.e., restart and re-initiation).

4. Results

Four tests of the optimal control algorithm were performed within the experimental
gasification on an ex situ reactor. The individual tests differed in the number of optimized
manipulation variables and the duration. In all tests, the algorithm continuously intro-
duced perturbations to calculate the gradients according to the Equation (13). The control
algorithm optimized the manipulation variables to continuously maximize the calorific
value. The algorithm worked with online mean calorific value data, which it recorded
in the FIFO buffer to calculate the value of the objective function (9) within the period
of optimal control T0,opt. The algorithm was implemented on a PLC, which provided
online measurement and change in manipulation variables. Changes in manipulation
variables were made only when the steady state calorific value of syngas was indicated
according to Equation (14). The optimal control algorithm was programmed as a cyclic
task, i.e., a program implemented to PLC in Automation Basic Language. Figure 8 shows
the connection diagram of the proposed UCG optimal control.

In the first experiment, the optimal control algorithm, which was tasked to maximize
the calorific value and optimize two variables, was verified. Two manipulating variables,
i.e., u1—servo valve opening that adjusts the flow of injected air—and u3—frequency of
changer, that sets the exhaust fan power to effect under pressure at the outlet from the
generator)—were optimized. An objective function was chosen according to Equation (9).
The calorific value was entered into the algorithm as the average from the last 30 min.
Within this period, the relative deviation was continuously evaluated from the arithmetic
average by Equation (14). The maximum allowable relative deviation from the arithmetic
average was set to 25%.

The behavior of the algorithm is shown in Figure 9. The figure shows an optimized
servo valve opening to digital pulses and corresponding airflow, exhaust fan motor fre-
quency to regulate exhausting under pressure, and behavior of calorific value with discrete
values of the objective function sampled by T0,opt. The figure also shows an improvement
of the objective function concerning the value from the previous optimization step. The
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figure shows the application of perturbations to manipulation variables and the refinement
of the parameter h.
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The algorithm started with an initial value of objective function 2.17 MJ/m3 and,
after 730 min of operation, achieved an increase to 7.4 MJ/m3. Then, calorific value only
decreased, and the algorithm failed to increase it. The decrease in the calorific value was
caused by low temperatures in the oxidizing zone (i.e., the temperature was less than
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1000 ◦C). As the optimal control was deactivated after 17 h, a manual temperature increase
had to be performed with the oxygen.

In another test of optimal control with optimization of two manipulation variables,
the calorific value was increased from 0.95 to 2.1 MJ/m3 (see 1025 min) (see Figure 10). The
test lasted more than 9 h and, during this time, was restarted twice. The automatic restart
was carried out as the algorithm failed to increase the calorific value, even after several
divisions of the parameter h.
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Furthermore, an algorithm of optimal control with optimization of three variables was
tested: u1—servo valve opening, which adjusts the flow of injected air–u2–oxygen flow—
and u3—frequency of changer, which sets the exhaust fan power. Each control variable had
set its parameter h (i.e., h1 for u1, h2 for u2, and h3 for u3). The behavior of the algorithm
activity is displayed in Figure 11. The figure shows three manipulation variables, volume
flow of injected air, and the supplementary oxygen. The figure also indicates the behavior
of calorific value with discrete values of the objective function, and improvement of the
objective function concerning its value from the previous optimization step. The optimal
control algorithm started at an initial calorific value of 4.4 MJ/m3. During its activity for
the short term, there was an increase in the calorific value to more than 9.5 MJ/m3 (101 and
611 min). The algorithm ran a total of 10 h. During this time, it was automatically restarted
twice as the dividing parameter h, in the case of unsuccessful optimization, did not bring
an increase in calorific value.

In the fourth test of optimal control, three parameters were also optimized, and the
calorific value of syngas was maximized. Figure 12 shows the graph presentation of the
optimization activity. The algorithm ran a total of 10 h, and the calorific value increased
from an initial 4.4 to 8 MJ/m3. This result was reached by gradually reducing the airflow,
increasing the flow of oxygen, and reducing exhaust fan power. The automatic restart of
the algorithm was not activated during the test.
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Detailed analysis showed that the maximum permissible value of the relative devi-
ation from the arithmetic average could also be set to a lower value for the algorithm’s
improvement, e.g., 10%. Smaller maximum tolerance would be extended, waiting for a
stable calorific value, and extending the algorithm’s test. All four tests of the algorithm
favorably affect the gasification process. In any case, the calorific value was, in the short
term, increased, opening the way for further improvement and testing of the algorithm.
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A summary view of the configuration of individual tests and the achieved results
is shown in Table 2. The UCG experiments in which the proposed control algorithm
was tested differed in time duration, number of optimized manipulation variables, and
achieved temperatures in the oxidation zone. The table shows that the best results, i.e.,
the highest calorific values, were acquired by optimizing all three manipulation variables.
A higher average temperature was also obtained in these tests. The algorithm calculates
manipulation variables to ensure optimal flows gasification agents so that the content of the
heating components was the greatest. This aim can be achieved only at higher temperatures
above 1000 ◦C.

Table 2. Configuration of experiments and summary of results.

Test Duration
(min)

Optimized
Variables

Optimization
Steps

Maximum
Temperature

(◦C)

Average
Temperature

(◦C)

Initial
Calorific

Value
(MJ/m3)

Average
Calorific

Value
(MJ/m3)

Maximum
Calorific

Value
(MJ/m3)

Final
Calorific

Value
(MJ/m3)

#1 1100 u1, u3 4 1050 878 2.17 4.3 8.1 7.4
#2 1150 u1, u3 5 956 815 0.95 2.1 5.5 2.1
#3 650 u1, u2, u3 5 1194 938 4.4 4.8 14.2 9.7
#4 650 u1, u2, u3 6 1182 1054 4.4 5.1 8.5 8.0

Optimization of supplemental oxygen injection has significantly improved gasification.
On the other hand, gasification with oxygen can be more expensive.

5. Discussion

Optimal control based on the gradient method’s application in the four tests ensured
an increase in the calorific value. The algorithm uses perturbations to explore the control
space, and steers the manipulation variable toward its local optimum by following a gra-
dient update. Thus, the advantage of the proposed solution is that no model is needed
to calculate optimal manipulation variables. However, on the other hand, the proposed
control needs the continual work of equipment, and finding optimal control can be rel-
atively time consuming. The proposed algorithm was implemented on PLC and on the
SCADA system.

Three manipulation variables were optimized during experiments, i.e., airflow, oxygen
flow, and exhaust fan power on the outlet. These variables enable control of the behavior of
the UCG. When oxygen was used as an additional oxidant, the higher temperature in the
oxidation zone and syngas’ calorific value were recorded (i.e., 938–1054 ◦C, 4.8–5.1 MJ/m3).
There was also recorded a short-term highest calorific value of 14.2 MJ/m3 in gasification
with oxygen. When only air (i.e., combination of overpressure and under pressure system)
was used as the sole oxidant, the average coal temperature and calorific value of the syngas
were lower (i.e., 815–878 ◦C, 2.1–4.3 MJ/m3). The highest calorific value of 8.1 MJ/m3 was
recorded during gasification with air.

Other algorithms for continuous extreme search have also been experimentally tested
at UCG, and they are compared with the proposed algorithm in this paper.

Kostúr and Kačur [42] proposed an extremal controller algorithm that continuously
maximized CO concentration in the syngas. The discrete extremal controller algorithm
optimized only one manipulation variable, which stabilized the airflow by the PI controller.
When testing the control algorithm, the CO concentration in the syngas increased by
17 vol.% (from 15 to 31%), which resulted in an increase in the calorific value of the syngas
by 5 MJ/m3 (from 12 to 15 MJ/m3).

Kačur et al. [28] also tested optimal control with an adaptive regression model. The
online adaptation of the regression model was based on the least-squares method, and
the selected criterion was based on the calorific value of the syngas. The syngas calorific
value was successfully maintained from 3 to 10 MJ/m3 during the experiment. However,
this algorithm was more computationally complex and implemented within the SCADA
system. In both cases, UCG control tests were performed on the same type of coal and the
same ex situ reactor as used in this work.
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Despite the complexity of the control system, the implemented system remains open
to further improvement. It is necessary to look for such a solution so that the calorific value
of syngas is sustainable in the long run. For further research in laboratory conditions, it is
necessary to test the optimal control algorithm for another criterion, e.g., maximizing the
temperature in the oxidation zone and maximizing economic profit or CO concentration in
the produced gas.

6. Conclusions

Underground coal gasification has a range of potential benefits. The process is safer
and more energy-efficient than the conventional combination of coal mining and surface
combustion. At present, UCG is blindly controlled, and various automated control methods
are being tested experimentally.

In laboratory conditions, the technology of UCG was investigated on an ex situ reactor
with a coal seam model to find a suitable control strategy. This paper solved the problem
of model-free optimal control of underground coal gasification of UCG. The proposed
algorithm was based on a simple gradient method that optimizes by experimental way of
operating variables.

The novelty and originality of the proposed solution of UCG control rests on a model-
free approach. This approach of automated UCG control to maximize calorific value
has not been investigated to date. Most of the research in the world focuses on the
model-based stabilization of calorific value and mathematical modeling of UCG processes.
However, research is lacking in improving the direct automated control of the UCG process
that is often controlled only blindly. Furthermore, the high complexity of model-based
control complicates the implementation of control on automation hardware (e.g., due to
the calculation of matrices or quadratic programming). The advantage of the proposed
control is the low computational complexity and the possibility of implementation on
industrial hardware.

The proposed control algorithm has been implemented on a PLC; it does not require a
process model, and only online measured process data are needed. The proposed algorithm,
in four tests, was able to increase the calorific value by optimizing the manipulation
variables. Better algorithm performance, i.e., higher syngas calorific value, was achieved by
optimizing three manipulation variables, i.e., when additional oxygen flow was optimized.
By optimizing the manipulation variables, the calorific value of the syngas was increased
by 5 MJ/m3, both in gasification with air and additional oxygen. However, in gasification
with additional oxygen, higher average calorific values (i.e., 5.1 MJ/m3) were achieved.
When gasifying with air (overpressure and under pressure), the highest average calorific
value obtained was 4.3 MJ/m3. Gasification with air showed a lower average temperature
in the oxidation zone (878 ◦C) than gasification with additional oxygen (1054 ◦C).

Although the control system has only been tested on an experimental ex situ gasifier
with minor modifications, it can also be tested on an in situ gasifier operation. Proposed
control can eliminate the human factor when deciding on actions to intervene in the UCG
process (i.e., correct setting of control parameters) when maintaining the maximum calorific
value is necessary.
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Abbreviations
The following abbreviations are used in this paper:
UCG Underground coal gasification
PI Proportional integral
MPC Model-predictive control
AMPC Adaptive model-predictive control
ARX Auto-regressive with eXogenous input
MARS Multivariate adaptive regression splines
ADP Adaptive dynamic programming
SMC Sliding mode control
1-D One dimensional
3-D Three dimensional
PLC Programmable logic controller
SCADA Supervisory control and data acquisition
FIFO First in, first out

Nomenclature
x The state of the controlled system
u The manipulation variable
H The syngas calorific value (MJ/m3)
ϕCO The volume fraction of CO in syngas (%)
ϕH2 The volume fraction of H2 in syngas (%)
u The volume fraction of CH4 in syngas (%)
u0 The initial vector of optimized manipulation variables
uopt The vector of optimized manipulation variables
R Real numbers
J(u) The objective function
u1 The change of the servo valve position in pulses or airflow (m3/h)
u2 The volume flow of oxygen added to the oxidation mixture (m3/h)
u3 The exhaust fan motor power frequency (Hz) or controlled under pressure (Pa)
uj The j-th manipulation variable (j = 1, 2, 3)

uMin
j Minimum of the j-th manipulation variable

uMax
j Maximum of the j-th manipulation variable

uMax
1 ,uMin

1 Boundaries of servo valve opening (%, pulses) or airflow (m3/h)

uMax
2 ,uMin

2 Boundaries of oxygen flow (m3/h)

uMax
3 ,uMin

3 Boundaries of exhaust fan power frequency (Hz) or under pressure (Pa)

ϕO2 The volume fraction of O2 in syngas (%)

ϕMin
O2

The minimal permitted concentration of O2 in syngas (%)

ϕ
Mqx
O2

The maximal permitted concentration of O2 in syngas (%)

τ Time (s)
τ1, τ2 Time of beginning and end of the analyzed section (s)
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K The coefficient of permeability (m2)
k The index of the control period T0,opt of the optimal control algorithm
Jk The value of the objective function in the step k (MJ/m3)
Hk(u)

average The average calorific value (MJ/m3) of the syngas in the step k
Hj The j–th calorific value in the buffer (MJ/m3)
n The number of the samples in the FIFO buffer
∆τj The value of T0,stab in the j–th step of the sampling
T0,opt The optimal control sampling period (s)
T0,stab The sampling period on the stabilization level (s)
ui The vector of optimized control variables in the step i
ui+1 The vector of the optimized variables in the step i + 1
h The common iterative constant
h The vector of iterative constants for each manipulation variable

∇J
(

ui
)

The gradient of the objective function

∆uj Increments of manipulation variables (j = 1, 2, 3)
εmqx The maximum allowable deviation from the arithmetic average (%)
smax The maximum allowable value of the standard deviation
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