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Abstract: Lately, data-driven algorithms have been proposed to design local controls for Distributed
Generators (DGs) that can emulate the optimal behaviour without any need for communication or
centralised control. The design is based on historical data, advanced off-line optimization techniques
and machine learning methods, and has shown great potential when the operating conditions are
similar to the training data. However, safety issues arise when the real-time conditions start to drift
away from the training set, leading to the need for online self-adapting algorithms and experimental
verification of data-driven controllers. In this paper, we propose an online self-adapting algorithm
that adjusts the DG controls to tackle local power quality issues. Furthermore, we provide experi-
mental verification of the data-driven controllers through power Hardware-in-the-Loop experiments
using an industrial inverter. The results presented for a low-voltage distribution network show that
data-driven schemes can emulate the optimal behaviour and the online modification scheme can
mitigate local power quality issues.

Keywords: data-driven control design; active distribution networks; OPF; machine learning;
Hardware-in-the-loop

1. Introduction and Related Work

Modern distribution system operators need to control Distributed Generators (DGs),
such as Photovoltaic units (PV), wind turbines, and other distributed energy resources,
such as battery energy storage systems and controllable loads, to guarantee safe grid
operation, increase their operational flexibility or provide ancillary services to higher
voltage levels. Centralised approaches based on optimal control of DGs usually require a
communication, remote monitoring and control infrastructure, which current distribution
networks (DN) lack due to high costs and complexity. On the other hand, local schemes
offer communication-free, robust, cheap, but sub-optimal solutions which do not fully
exploit the DG capabilities. Lately, data-driven control algorithms have been proposed,
which use historical data, advanced off-line optimization techniques, and machine learning
methods, to design local controls that emulate the optimal behaviour without the use of
any communication [1–4].

The state-of-the-art data-driven schemes differ mainly in terms of two aspects. First,
with respect to the existence of a feedback in the control method. Open-loop schemes,
e.g., [2,4], do not use feedback, i.e., the DG output has no effect on the controller input
variable. They are typically stable, and simple to implement. On the contrary, in closed-loop
schemes, e.g., [1,3], the output of the controller has an impact on the local measurements
and influences its input through a feedback term. These schemes are generally more
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complex to analyze in terms of stability. However, they can be more efficient in situations
that are different from the ones in the training dataset [3]. The stability and convergence
analysis of general local control schemes is investigated in [5]. The second differentiating
characteristic is the number and type of local measurements and parameters used. They can
rely only on one or on a set of measurements and parameters [1,2], such as local demand,
generation and maximum inverter capacities. In the latter case, the set of measurements
that best map the Optimal Power Flow (OPF) behaviour can be selected.

Nevertheless, the performance of the data-driven schemes proposed in the literature
might degrade when the real-time conditions start drifting from the training dataset.
The existing methods try to emulate the response seen in the training dataset which might
be meaningless once the real-time conditions diverge, e.g., due to a topological change or
an installation of a new unit. To tackle this problem, self-adapting algorithms for real-time
operation should be considered.

Furthermore, most of the proposed control schemes have been analyzed only with
digital simulations based on mathematical models of each system component. This ap-
proach provides high flexibility of system modelling and scenario testing at a much lower
cost compared to hardware experiments. Nevertheless, modern power-electronic-based
DGs are becoming more complex with behaviour that is difficult to capture in the mathe-
matical models. This leads to the requirement for hardware or hardware-in-the-loop (HIL)
experiments to safely validate the proposed controls. Such experimental verification of the
data-driven controller real-time behaviour has not been addressed by existing works.

Conventional hardware testing is focused on the component-level, without consider-
ing the whole system. Compliance hardware tests described in standards and grid codes
typically refer to open-loop schemes [6], where predetermined input signals are given
to the Hardware-under-Test (HuT) in order to study its response. This can hide a lot of
problematic issues since realistic implementations may require closed-loop analysis in
order to examine the impact of the HuT on the whole system [7]. As the complexity of
the devices increases in modern power systems, the conventional testing procedures may
prove insufficient.

Hardware-in-the-Loop simulations offer a flexible testing platform both for research [8]
and education [9], where physical equipment is incorporated into a simulated system. HIL
simulations combine the best of both worlds, i.e., the flexible, scalable, low-cost, safe and
user-friendly simulation environment with the realistic behaviour of a hardware device,
resulting in conditions similar to a real implementation. Thus, the HuT is operated under
realistic conditions and the simulated system is computed in real-time.

In Controller-Hardware-in-the-Loop (CHIL) simulations, the HuT is a hardware
controller whereas in Power-Hardware-in-the-Ioop (PHIL) simulations, the HuT is a power
device. The latter approach tests real hardware power devices, e.g., motors, DG inverters,
or even a whole real microgrid, and may reveal hidden issues arising from time-delays
or system dynamics. PHIL simulations consider the interactions between real power
devices and simulated systems, allowing researchers to perform systems in addition to
components testing.

The contributions of this paper is two-fold:

• First, we propose a self-adapting algorithm for the data-driven controls to improve
performance when the operating conditions are not as in the training dataset.

• Second, we perform the first, to the best of our knowledge, experimental verification
of data-driven local control schemes in inverter-based DGs to assess the performance
of Artificial Intelligence (AI)-based controllers and identify hidden problems con-
sidering the whole system’s response, and not just individual components. Such an
experimental verification in the power system society using control schemes that are
allowed already today in grid codes i.e., volt/var schemes, can foster real-life field
implementation.

The remainder of this paper is organised as follows. In Section 2, we summarise
the off-line optimization approach to derive the optimal setpoints and the design of the
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data-driven local controllers that emulate the optimal response. Then, we present the
proposed real-time self-adapting algorithm in Section 3. In Section 4, we present an
overview of different testing levels for controllers and hardware, and in Section 5 the
experimental results using the typical Cigre European Low Voltage (LV) grid. Finally, we
draw conclusions in Section 6.

2. Data-Driven Control Design

In this section, we briefly review the process for designing the data-driven local
controls. In short, a large number of off-line OPF calculations that consider various
expected and critical operating conditions are used to derive rules that depend only on
local measurements. This is achieved by machine learning algorithms that map the multi-
dimensional space of the OPF setpoints into a reduced space based solely on local features.
Thus, in real-time operation, no monitoring and communication infrastructure is required.
Interested readers are referred to [1] for more details.

As input data, the grid topology and the installed capacity of the DGs and loads is
needed, information that is usually available to the DN operators. As the topology is not
always known, one can use topology identification based on the voltage sensitivities [10],
and phase identification based on clustering approaches [11]. Thus, even in this situation,
we would need an identification step and then the same method should be applied. In case
of missing information, e.g., normalised solar radiation data of specific areas, typical load
profiles, or the actual line/cable impedances, the operator can use default values from the
literature. The impact of such sources of uncertainty can be examined and quantified.

Then, an OPF algorithm is used to process the data and derive the optimal DG
behavior. Although any OPF formulation can be used, we present below a formulation
from [1] based on the backward-forward sweep (BFS) power flow.

2.1. OPF Formulation

In this part, we present the single-phase formulation considering only DGs, e.g., PV
units in the LV grid. The Distribution System Operator (DSO) guarantees safe grid op-
eration by minimizing the system losses and operating costs while satisfying the power
quality constraints. In this formulation, we penalise the curtailment of active power and
the provision of reactive power support by DGs. The objective function is evaluated by
considering the DG control cost over all network nodes Nb, branches Nbr and time horizon
NOPF, i.e.,

min
u

NOPF

∑
t=1

{ Nb

∑
j=1

(
CP ·Pc

j,t+CQ ·Qctrl
j,t

)
+

Nbr

∑
i=1

CP ·Ploss
i,t

}
·∆t (1)

where u denotes the vector of the available active control measures and ∆t the length
of each time period. The curtailed power of the DGs connected at node j and time t is
calculated by Pc

j,t = Pg,max
j,t − Pg

j,t, where Pg,max
j,t is the maximum available active power and

Pg
j,t the actual active power injection of the DGs. The use of reactive power by the DGs

connected at node j and time t is minimised, i.e., Qctrl
j,t = |Qg

j,t|, where Qg
j,t represents the

reactive power injection or absorption. The cost of curtailing active power and providing
reactive power support (opportunity cost or contractual agreement) is represented by the
coefficients CP and CQ, respectively. Priority is given to the use of reactive power, i.e., we
set CQ � CP. Finally, the losses are calculated by Ploss

i,t = |Ibr
i,t |2 ·Rbr

i , where |Ibr
i,t | is the

magnitude of the current flow in branch i and Rbr
i its resistance.

The power injection at node j and time step t is given by

Pinj
j,t = Pg

j,t − Pl
j,t, (2)

Qinj
j,t = Qg

j,t − Pl
j,t · tan(φload), (3)
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where Pl
j,t is the node active power demand and cos(φload) is the power factor of the load,

which is assumed to be constant. We assume loads of constant power in order to model
the conservative case, i.e., voltage sensitive loads have a beneficial impact on voltage
quality issues.

A single iteration of the BFS power flow problem is considered to represent the power
flow constraints. That is:

Iinj
j,t =

 (Pinj
j,t + jQinj

j,t )
∗

V̂∗j,t

, (4)

Ibr
t = BIBC · Iinj

t , (5)

∆Vt = BCBV · Ibr
t , (6)

Vt = Vslack + ∆Vt, (7)

where V̂∗j,t is the voltage magnitude at node j at time t, ∗ indicates the complex conjugate
and the hat indicates that the value from the previous iteration is used (the interested reader
is referred to [12,13] for more details in terms of the use of BFS in an OPF framework);
Iinj
t = [Iinj

j,t , ∀ j] and Ibr
t = [Ibr

i,t , ∀ i] represent the vectors of bus injection and branch flow

currents, respectively (Ibr
i,t is the i-th branch current); BIBC (Bus Injection to Branch Current)

is a matrix with ones and zeros, capturing the radial topology of the DN; the entries in ∆Vt
correspond to the voltage drops over all branches; BCBV (Branch Current to Bus Voltage)
is a matrix with the complex impedances of the lines as elements; Vslack is the voltage in
per unit at the slack bus (here assumed to be 1 < 0◦). Thus, the constraint for the current
magnitude for all branches i at time t is given by

|Ibr
t | ≤ Imax, (8)

where Imax
i is the maximum thermal limit of the branches.

For the voltage magnitude constraints Vmin ≤ |Vj,t| ≤ Vmax, we can approximate
the voltage with its real part only, considering that the angles in DNs are very small.
This approximation is particularly useful in planning problems which face tractability
issues [12]. Thus, the voltage constraints are given by

Vmin ≤ Re
{

Vj,t
}
≤ Vmax (9)

Finally, the limits of the inverter-based PVs are given by

Pmin
j,t ≤Pg

j,t ≤ Pmax
j,t , (10)

−tan(φmax)Pg
j,t ≤Qg

j,t ≤ tan(φmax)Pg
j,t, (11)

where Pmin
j,t and Pmax

j,t are respectively the lower and upper limits for active DG injection at
time t and node j. The reactive power limits vary depending on the type of the DG and
the control schemes implemented. Usually, small inverter-based generators have technical
or regulatory [14] limitations on the power factor they can operate at. Here, the reactive
power limit depends on the active power injections, and the acceptable power factor is
denoted as cos(arctan(φmax)). This formulation does not consider the aspect of fairness in
terms of the DG control. In case this is a DSO requirement, it can be easily considered in
the mathematical formulation, e.g., by curtailing all DG units with the same p.u. amount
according to their installed capacities.

After we obtain the optimal OPF setpoints, we perform an exact power flow calculation
to derive an Alternating Current (AC) feasible operating point. The voltages of this point
are used in the next OPF iteration, and the loop is repeated until we reach convergence in
terms of voltage magnitude mismatch.
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2.2. Control Design

In this section, we present the procedure to derive the data-driven closed-loop scheme,
using the voltage magnitude as a local feature to control active and reactive power of the
DGs. The final volt/watt and volt/var curves are similar to the ones used today in modern
grid codes but can be composed of an arbitrary number of piece-wise linear segments,
and are optimised for each DG based on its location and the DN objectives.

Regarding notation, the real-time response of the jth inverter-based DG (j ∈ [1, 2, . . . , NJ])
in terms of reactive power control q(j)

t and active power curtailment c(j)
t is derived from the

NOPF optimal setpoints (t ∈ [1, 2, . . . , NOPF]) obtained in the offline calculations. The fea-
ture matrix Φ(j) ∈ RNOPF ×NK contains as columns the NK features and as rows the NOPF

observations of the kth input measurement φ
(j)
k ∈ RNOPF, i.e.,

Φ(j) =

φ
(j)
1 φ

(j)
2 . . . φ

(j)
NK

. (12)

State-of-the-art methods consider multiple measurements, e.g., [2], and complex
models, e.g., [3], to derive customised control laws. Intuitively, the more the used features,
the better the optimal response can be emulated. The process of selecting the features
which carry the most information is addressed in [2]. In [3], we highlighted the importance
of using closed-loop schemes in terms of robustness to conditions which were not seen in
the training dataset, e.g., topological changes. Furthermore, the focus of this paper lies on
the experimental verification of schemes that can be easily embedded into real hardware,
and thus, we will study schemes that rely only on local voltage magnitudes, are allowed
by modern grid codes, and can be easily implemented within the DG inverters.

The procedure used in this work to derive the piece-wise linear curves is detailed
in [1]. In summary, the characteristic curves for reactive power control and active power
curtailment are calculated by applying segmented-regression, optimizing also the place-
ment of the break-points. The iterative approach which solves a residual sum-of-squares
(RSS) optimization problem inspired by [15], is summarised below.

First, we define the number of break-points ns, initialise them, and solve for each
inverter j the following residual sum of squares problem

RSSī := min
x̃0,β,γ

∑
t∈NOPF

Pg
j,t · (xt − x̃t)

2 +
ns

∑
k=1

γ2
k , (13)

subject to

x̃ī = x̃0 · 1T +β0 · Φ(j) +
ns

∑
k=1

βk · (Φ(j) − sī
k) · I(Φ(j) > sī

k) −
ns

∑
k=1

γk · I(Φ(j) > sī
k), (14)

β0 ≤ 0, β0 + β1 ≤ 0, ... , β0 +
ns

∑
k=1

βk ≤ 0, (15)

|β0| ≤ βmax, |βk| ≤ βmax, (16)

where the vector x̃ī refers to the reactive power control model at the current iteration ī,
and Φ(j) = [|Vj,t|] is the vector of voltage magnitudes used as input to the fitting problem.
We fit the linear model based on the known breakpoints sī

k, ∀k = 1, . . . , ns at the current
iteration ī, the left slope β0 and difference-in-slopes βk. The indicator function I(·) becomes
one when the inside statement is true. Finally, x̃0 is the model intercept and γ a parameter
which updates the location of the breakpoints towards the optimal one. The monotonicity
constraint (weakly decreasing for the volt/var case) is imposed by Equation (15). The slope
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constraints defined by Equation (16) avoid sudden changes of the control actions. After the
problem is solved, we update the breakpoints sī+1

k = γk
βk

+ sī
k and iteration index ī = ī + 1,

repeating the procedure until the RSS does not change between two subsequent iterations,
i.e., when RSSī − RSSī−1 ≈ 0.

The same method is used for both the active power curtailment and reactive power
control curves, using respectively the PV optimal active and reactive setpoints from the
OPF results.

3. Online Controller Self-Adapting Algorithm

In this work, we propose for the first time a rule-based method to adjust a data-driven
control scheme in real-time, without the need for retraining, when the observed behaviour
deviates from the expected conditions of the training dataset. This might happen, e.g., when
there is a topological change or new units are installed in the DN and the data-driven
schemes do not imitate the optimal response anymore. Thus, instead of re-running the
off-line methodology, a real-time self-adapting approach can be activated to tackle the
power quality issues. The resulting scheme prioritises the local power quality issues
over the overall system optimization of the off-line OPF calculations. Hence, modifying
heuristically the data-driven schemes in real-time may result in a sub-optimal system
response. Reinforcement and online learning has shown recently a lot of potential to control
power systems in an adaptive way [16]. However, due to the lack of formal guarantees
on constraint satisfaction, and complexity in the design and operational stages, we rely
on a simple rule-based method which is rooted more in the power system background,
i.e., reactive power sensitivity to voltage.

Algorithm 1 summarises the procedure to adjust the data-driven schemes for the case
of the volt/var curves. The algorithm describes the overvoltage case, but the formulation
for undervoltage issues, or thermal overloads is similar. It is assumed that only local
measurements are available, e.g., the voltage magnitude Vj,t of node j at each time step t.
The average value of these measurements over a certain period, e.g., T = 5 minutes, is de-
noted by 〈Vj,T〉, and is used as the indicator to shift the characteristic curve. In the presence
of overvoltages, e.g., due to an installation of a nearby PV unit which was not considered in
the OPF calculations, the curve is shifted downwards to consume more reactive power than
initially. The shifting step value w is chosen such that it results in a reasonable (but not too
aggressive) voltage change. The modified controller is activated over the next time period
T, and the curve is further shifted if the overvoltage phenomenon persists. However, if the
voltage problem is fixed, the initial controller is restored, to avoid suboptimal behaviour
without voltage quality problems, or when a temporal event triggered the voltage issue.

Algorithm 1 Real-time adjustment of the data-driven volt/var control scheme for the
overvoltage case at t = t0

Input: Averaging period T, voltage measurements Vj,t, t ∈ [t0, t0 − T], shifting step w and
initial control model x̃.

Output: Shifting value shi f t and modified control model x̃m.
1: Initialise: shi f t = 0
2: if 〈Vj,T〉 > Vmax then
3: Shift the curve downwards: shi f t = shi f t− w
4: else if 〈Vj,T〉 < Vmax − ε then
5: Restore the data-driven curve: shi f t = 0
6: end if
7: return x̃m = x̃ + shi f t · 1T, active for [t0, t0 + T]

The initial and modified control schemes are bounded to [−1, 1] p.u. The base power
for the per unit values refers to each device separately, i.e., the value of 1 p.u. refers to
the nominal capacity of each DG inverter. Thus, if the modified controller reaches the
normalised bounds, the shifting would not have any effect as the inverter would not be
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able to contribute more. In this case, a similar approach for the active power curtailment
controllers can be used.

4. Types of Controller Testing

This section lists the different controller testing levels used in this paper. These levels
are organised in levels as shown in Figure 1, based on the methodology proposed in [7].
The lower levels are usually less expensive and more flexible, so they are used to detect
and fix most flaws early on. The higher levels involve more specific hardware topologies,
lower flexibility, and higher cost but are necessary before the product is released.

Purely Digital Simulations

Power System ↔ Controller

Software-In-the-Loop

Software
Power System

Software
Controller

Communication
Interface

Control Hardware-In-the-Loop

DRTS
Power System

Hardware Controller
Controller

Communication
Interface

Power Hardware-In-the-Loop

DRTS
Power System

Power Device
Controller

Power
Interface

Real Life Field Implementation

Level 0

Level 1

Level 2

Level 3

Level 4

Figure 1. Testing levels for controllers and power components, adapted from [7].

4.1. Purely Digital Simulations (PDS)

The simplest and most common level is the purely digital simulation conducted in one
or more software. Typically, the control algorithm is written as a script within the software
using specific functions and models. This testing is flexible, safe and can validate numerous
algorithms for most power system applications. However, the interfacing between the
power devices and the controllers can be difficult, and no simulation model or algorithm
can accurately capture the real hardware behaviour.

4.2. Software-in-the-Loop Simulations (SIL)

Software-in-the-Loop (SIL) simulations use two or more separate but interfaced soft-
ware platforms for the power and the control systems. The interconnected software
platforms exchange signals in closed-loop, allowing for a more realistic representation of
the setup, embedding the standard communication protocols (e.g., TCP/IP, Modbus, CAN
bus). In this paper, the software that implements the online self-adapting control algorithm
reads signals from the software that focuses on the solution of the power system compo-
nents and sends output control signals to the other software through the communication
link closing the loop. The limitations, apart from increasing cost compared to digital sim-
ulations, concern the synchronization requirements, the compatibility of communication
protocols, and the initialization [17,18].

4.3. Control Hardware-in-the-Loop (CHIL) Simulations

HIL simulations use a Digital Real-Time Simulator (DRTS) to simulate a power system
in real-time and connect to real devices through the multiple input/output channels.
In essence, a DRTS solves the model equations for one time-step within the same time
period of a real-world clock. A summary of existing DRTSs can be found in [19].
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CHIL simulations can interface multiple real hardware devices within the same simu-
lation, using the analogue and digital input/output signals that the DRTSs offer. In this
scheme, any device that uses analogue and digital signals can be interfaced with the DRTS,
exchanging data and control signals according to the functionality of the controller. Noise
and time delays can be considered in the exchanged signals, and various aspects of commu-
nication can be studied, such as the impact of delays, packet loss and bandwidth limitations.
While CHIL simulation is adequate to thoroughly verify the operational functionality of
the controller, it cannot guarantee the performance of the power device as a whole.

4.4. Power Hardware-in-the-Loop (PHIL) Simulations

PHIL simulations provide the most realistic environment before the real life field
implementation. It combines the benefits of the DRTS, i.e., real-time simulation, safety,
flexibility and accuracy, with the use of an actual device that can be interfaced with the
simulated power system. In PHIL simulations, a power interface is required to connect
HuT (the PV inverter in this paper) and the DRTS through the exchange of low level
signals, since the analogue (resp. digital) ports of a DRTS operate in a voltage range of
±10 V (resp. 5 V). Typically, the power interface consists of a power amplifier that receives
reference variable values from the DRTS and applies them to the HuT. Finally, a sensor
measures the response of the HuT according to its control algorithm and communicates
it back to the DRTS closing the loop. The inclusion of the power interface is crucial to
the experiments, since it can lead to stability and accuracy issues. These problems are
considered for example in [8,20] and are outside of this paper’s scope.

4.5. Real-Life Field Testing

This is usually the last testing level before releasing a product. A real-life field testing
is performed to validate the controller behaviour in a real setting.

5. Experimental Results

In this section, we describe the experimental infrastructure at the Electric Energy
Systems laboratory of the National Technical University of Athens (NTUA) that was
used for the following experiments. We also present the balanced LV DN used for the
experimental verification of the proposed data-driven schemes. Subsequently, we proceed
with the experimental validation of the derived data-driven controls with SIL and combined
SIL-PHIL simulations. We provide modelling details of the simulated system in the DRTS
platform to highlight realistic aspects of HIL setups. The implementation of the off-line
method (Section 2) was done in MATLAB (Mathworks Inc., Natick, MA, USA) using
YALMIP [21] as the modelling layer and Gurobi (Gurobi Optimization, Beaverton, OR,
USA) [22] as the solver. The results were obtained on an Intel Core i7-2600 CPU and 16 GB
of RAM.

5.1. Laboratory Infrastructure

A detailed description of all the components and capabilities of the microgrid can be
found in [9]. The DRTS used at NTUA is a Real Time Digital Simulator (RTDS) [23].

5.2. Experimental Setup

We use the benchmark radial Cigre LV grid [24] to experimentally validate the pro-
posed controls. We simplify the system to 11 nodes to reduce the computational burden
on the DRTS, as illustrated in Figure 2. The PVs are installed on nodes [8, 9, 10, 11] with
capacity [30, 15, 3, 15] kWp respectively. In this work, we only consider single-phase system
operation, due to the technical capabilities of the experimental setup, but extending to
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unbalanced three-phase operation is straightforward. The operational costs are assumed to
be cP = 0.3 CHF

kWh and cQ = 0.01 · cP.

2 3

7
MV/LV

transformer

1
4 5

9

6

8 10

11

Figure 2. Simplified Cigre LV grid for HIL simulations.

5.2.1. SIL Implementation

For the SIL implementation, we use the RSCAD (RTDS Technologies Inc., Winnipeg,
Canada) software [23]. Several control blocks define the real-time operation of each unit of
the examined LV grid. The MV grid is represented by a Thevenin equivalent, assuming
a nominal voltage of VMV = 20 kV at the MV level short-circuit power Ssc = 100 MVA.
Furthermore, assuming an R/X ratio of 1, the MV impedance ZMV, is calculated to be

ZMV =
V2

MV
Ssc

= 4 Ω, and the resistance RMV by ZMV =
√

R2
MV + X2

MV
RMV=XMV−−−−−−→ RMV =

XMV = 2.828 Ω. Hence, the inductance is given by LMV = XMV
100π = 0.009 H. The single

phase quantities for all components, loads, PV units, etc., are derived by dividing the
corresponding three-phase values by three, and are modeled as current sources.

As this experimental setup does not include a transformer with on load tap changing
capabilities, only the DG inverters can contribute to the voltage regulation through the
injection and consumption of reactive power. The experiment is done using optimised
local volt/var curves, as described in Section 5.3 implemented in RSCAD.

The self-adapting algorithm described in Section 3 is implemented in MATLAB. Thus,
the RTDS calculates in real-time the state of the DN based on the existing loading, solar
radiation conditions and local data-driven conditions, and sends the voltage measurements
to the MATLAB function that calculates the shifting value in case of overvoltages. The re-
sulting values are passed to the inverter blocks of RSCAD that update their curves and
continue to provide real-time reactive power control.

5.2.2. SIL-PHIL Implementation

For the combined SIL-PHIL simulation, the laboratory test environment depicted in
Figure 3 is used. In this setup, one of the PV inverters is replaced with a real component that
represents the HuT of the PHIL test and the self-adapting algorithms represent the software
under test of the SIL simulation. Thus, the self-adapting controllers are implemented
in another software which interacts with the real-time simulation through reading local
voltage measurements and sending the derived shifting setpoints.

The Sunny Boy 3000 TL inverter from SMA (Niestetal, Germany) [25] is used as the
HuT combined with a PV simulator. This commercial inverter is capable of operating using
both local control strategies, i.e., closed-loop volt/var curves or the current open-loop
scheme implemented in Germany [14], and following a centralised approach receiving
specific P and Q setpoints. This allows us to first calculate the shifting from the self-
adapting algorithm, apply the measured voltage to the characteristic volt/var curve of the
PV, and finally calculate and send specific reactive power setpoints to the inverter.

In this setup, the power interface is composed of a Spitzenbenger Spies PAS5000 linear
amplifier (Viechtach, Germany) and the Tektronix A622 current probe (Beaverton, OR,
USA). The DN shown in Figure 3 is simulated in the RTDS, and the voltage at the Node 10
is transferred as a reference low level signal to the power interface (via the D/A interface of
the RTDS). This reference voltage is amplified and applied to the real PV inverter. The AC
current flowing from the inverter is then measured and sent back to the simulation closing
the loop (via the A/D interface of the RTDS).
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Figure 3. Overview of the combined SIL-PHIL experimental setup.

Finally, the communication of the RTDS with the external software is implemented
with a communication interface, which is based on the TCP-IP protocol. The self-adapting
algorithms are again realised in MATLAB and tested in a SIL concept combined with the
PHIL simulation. The nodal voltages of the simulated DN are provided to the software
and the calculated results are sent back to the simulation to close the loop.

5.3. Individual Data-Driven Local Control Schemes

The derivation of the data-driven local controllers is based on a 30-day summer dataset
following Section 2. The resulting control curves are shown in Figure 4. All the PV units
show a capacitive behaviour at low voltages to increase voltages, optimise losses and to
satisfy the local reactive power demands by local injections. As voltage approaches the
maximum acceptable value of 1.05 p.u., the units start switching into inductive mode.
The higher the voltage, the more reactive power is absorbed by the units. However, the fact
that for the maximum voltage value of 1.05 p.u., not all units absorb their maximum reactive
power shows that in the underlying optimization problem the capacity was enough to
solve the local overvoltage issues.
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Q
g
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Figure 4. Data-driven volt/var curves for each PV unit.

5.4. Experimental Results

In this section, we first present the results under expected conditions (included in the
training dataset) and we investigate the suitability of data-driven controllers to emulate
the optimal response. Then, we present the behaviour under new conditions due to the
installation of a PV unit which was not considered in the offline methodology. The latter
reveals the risks from using AI-based controls in real-time and highlights the contributions
of the proposed online adjustment algorithm to satisfy the power quality constraint.

5.4.1. Expected Conditions

The real-time behaviour is evaluated using different input data from the training set.
More specifically, we use the operating conditions of a summer day in July and provide



Energies 2021, 14, 2837 11 of 15

the power flow results for the time period of 8 h. Figure 5 shows the voltage magnitude
evolution of the considered methods. First, we observe that operating without control,
i.e., when the PV units inject their maximum available active power, results in overvoltage
issues. The real-time OPF method serves as a benchmark case that shows the optimal
response that satisfies all network constraints at minimum cost. We observe that the
data-driven approach emulates satisfactorily the real-time OPF due to the customised and
optimised volt/var curves of Figure 4.
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Figure 5. Voltage evolution of node 11.

The experimental results using the RTDS verify the suitability of the data-driven
schemes to emulate the optimal response under expected conditions. The experimental
results are closer to the simulation results at high solar radiation hours for the case without
reactive power control, and the largest deviation for both cases is 0.7%.

5.4.2. Online Self-Adapting Algorithm

In this part, we assume that a new PV unit is installed at node 6 with the same installed
capacity as the PV unit at node 10. This unit is operating according to the standard volt/var
curve as indicated in the grid codes [14] and the location is chosen such that its impact on
the neighboring nodes is significant (installations closer to the secondary of the transformer
where voltage is regulated would have less impact on the system). Figure 6 shows the
voltage evolution with (solid lines) and without (dash-dotted lines) the online modification
of the volt/var curves. The shifting step is set to 0.1 p.u. and it was adequate to reduce
the overvoltage issues of node 11. The combined SIL-PHIL experiment which considers
the self-adapting algorithm confirmed the simulation results as can be seen by the voltage
measurements at nodes 9 and 11.
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Figure 6. Voltage evolution at PV nodes with (indicated by solid lines) and without (indicated with
the dash-dotted lines) using the self-adapting algorithm.
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5.4.3. Comparative Evaluation of Optimal, Adaptive and Non-Adaptive Schemes

Finally, in this part, we compare the whole system response in terms of power quality
constraint satisfaction, loss minimization and the use of flexibility in terms of reactive power
control. Through the different setups, we highlight the inefficiencies of current industrial
practices, the emulation of the optimal response via the data-driven controllers, the sub-
optimality for not updating the optimised curves by rerunning the offline methodology,
and the suitability of the online algorithm to solve local voltage issues. More specifically,
we consider the following cases:

• Method 0: PVs inject the maximum active power at unity power factor. This scheme
shows the real-time behaviour when no control measures are taken.

• Method 1: PVs operate according to the same standardised volt/var curves from the
IEEE grid-codes [26]. The maximum acceptable voltage is set to 1.05 p.u. We use this
scheme as the benchmark for the current industrial practice without the possibility for
online adjustments.

• Method 2: PVs operate according to the German grid-code [14]. DGs become inductive
when injecting more than 50% of their installed capacity. The power factor decreases
linearly from 1 to 0.95 or 0.9 based on the DG capacity. This scheme is also used as the
current open-loop industrial practice without online adjustments.

• Method 3: PVs are controlled with a centralised OPF algorithm summarised in
Section 2. This scheme is used as the benchmark for the best achievable performance.

• Method 4: The offline training methodology is repeated considering the addition
of the PV unit. The PV inverters implement the updated volt/var curves which
refer to the new conditions, and the self-adapting algorithm in case of unexpected
overvoltage issues.

• Method 5: The PV units are operating according to the initial local data-driven schemes
without re-training, i.e., the PV unit at node 6 is not considered in the design stage.
Potential overvoltages are tackled by the online algorithm proposed in Section 3.

Table 1 summarises the comparison in terms of the maximum observed voltage
magnitude, the total system losses and the use of reactive power mQ, calculated by,

mQ =
∑Nhor

t=1 ∑Nb
j=1

∣∣∣Qg
j,t

∣∣∣
∑Nhor

t=1 ∑Nb
j=1

∣∣∣Qg,max
j,t

∣∣∣ . (17)

Table 1. Summarised monthly results based on PDS.

Method 0 1 2 3 4 5

Losses (%) 5.74 5.78 6.47 5.11 5.18 5.17
|V|max (p.u.) 1.071 1.054 1.053 1.05 1.051 1.052

mQ (%)→ (17) 0 9.18 30.55 67.29 62.38 59.39

Both the current industrial practices, i.e., methods 1 and 2 result in overvoltages and
increase the losses compared to the “no control” method 0. Method 2 utilises more reactive
power in terms of additional demand, showing the highest losses since more reactive
power is needed during times with high solar radiation. The data-driven methods 4 and 5
manage to mimic the optimal centralised response of method 3 closely. Method 4 shows a
marginally closer to the optimal behaviour due to the repetition of the offline methodology
and the derivation of the updated optimised volt/var curves which consider the added
PV unit. The difference between methods 4 and 5 depends on the potential to modify the
characteristic curves online and on the location and the size of the added element, i.e., a
larger PV unit would provoke larger deviations. Characteristic curves saturated at −1 p.u.
do not provide additional flexibility to solve local power quality issues online, when the
real-time conditions have changed significantly from the training dataset.
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6. Conclusions

Active distribution grids rely on real-time DG control to ensure a safe and reliable grid
operation. Data-driven, purely local, strategies can bridge the gap between optimal (but
costly) centralised approaches and robust (but suboptimal) existing local schemes. In this
paper, we verified experimentally the behaviour of data-driven controllers and proposed
an online self-adapting algorithm to modify the control schemes when local power quality
issues are observed. The experimental verification of the results can be used towards
the development of new grid codes that will allow the implementation of state-of-the-art
methods developed in this paper, such that the operational flexibility provided by active
DGs is used to alleviate power quality problems, defer grid investments and optimise the
grid use. Future work will focus on experimental studies on ancillary service provision
including battery energy storage systems and demand response schemes.
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Nomenclature

(A) Indices & functions
j Index of nodes.
i Index of branches.
l Index of lines.
t Index of time.
ī Index for the current iteration of the segmented regression problem.
(·)∗ Superscript indicating the complex conjugate.
(B) Parameters
I(·) The indicator function which becomes one when the statement inside is true.
Nb Total number of network nodes (−).
Nbr Total number of network branches (−).
cos(φl) Power factor of the load (−).
∆t Length of a time interval within the optimization horizon (h).
Pmax

g,j,t Maximum available active power of the DER connected at node j, at time t (kW).
CP Fixed cost of curtailing active power ( CHF

kWh ).

CQ
Fixed cost of providing reactive power support (DER opportunity cost or
contractual agreement) ( CHF

kVArh ).

V̄∗j,t
Voltage magnitude at node j, and time t; the bar indicates that the known value
from the previous Backward/Forward Sweep iteration is used (p.u.).

Vslack Complex voltage at the slack bus (here assumed to be 1 0◦ (p.u.).

Vmin/Vmax
Minimum/Maximum acceptable voltage magnitude (here assumed to be
0.95/1.05 (p.u.).

Imax
i Maximum thermal limit for the i-th branch (p.u.).

Pmin
g,j,t /Pmax

g,j,t Upper and lower limits for the active DER power at node j, and time t (kW).
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ns Number of breakpoints for the segmented regression problem (−).

sī
k

Known breakpoints used for the fitting of the segmented regression problem at
the current iteration ī (−).

NJ Number of the voltage series in terms of the reactive characteristic curves (−).
(C) Variables
Pg

j,t Active power injection of the DER connected at node j, at time t (kW).
Pc

j,t Curtailed active power of the DER connected at node j, at time t (kW).
Ploss

i,t Active power losses at branch i, at time t (kW).
Pl

j,t/Ql
j,t Active and reactive demand of constant power type at node j, at time t (kW).

Qg
j,t

Reactive power injection (positive) or absorption (negative) of the DER
connected at node j, phase z, at time t (kVAr).

Ibr
i,t Current flowing at the i-th branch, at time t (p.u.)

x̃ī Model for the reactive power control based on the segmented regression
problem with unknown breakpoints (−).

β0/ βk Left slope and difference-in-slopes values of the fitting problem (−).
x̃0 The model intercept (p.u.).

γ
Parameter which updates the location of the breakpoints towards the optimal
one in the regression problem (−).

(D) Vectors and Matrices
u Vector of the available active control measures.
Iinj
t Vector of bus injections for all nodes.

Ibr
t Vector of branch flow currents for all branches.

Imax Vector of the maximum branch current for all branches.
BIBC Matrix with ones and zeros, capturing the radial topology of the network.
BCBV Matrix with the complex impedances of the lines as elements.

Φ(j) Feature matrix containing the optimal setpoints which refer to the local
measurements (features) that are used for the design of the local controllers.

Xj Vector containing the NJ voltage series in terms of the active or reactive
characteristic curves.

(E) Acronyms
BFS Backward Forward Sweep
BIBC Bus Injection to Branch Current
BCBV Branch Current to Bus Voltage
CHIL Controller-Hardware-in-the-loop
DER Distributed Energy Resource
DRTS Digital Real-Time Simulator
DG Distributed Generator
DN Distribution Network
HIL Hardware-in-the-loop
HuT Hardware-under-Test
LV Low Voltage
OPF Optimal Power Flow
PV Photovoltaic
PDS Purely Digital Simulations
PHIL Power-Hardware-in-the-loop
RTDS Real Time Digital Simulator
RSS Residual Sum-of-Squares
RSSV Root-Sum-of-Squares Value
SIL Software-in-the-Loop
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