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Abstract: With the aim to solve the problem related to the power chattering and anti-disturbance
performance of a photovoltaic (PV) inverter in master–slave-organized islanded microgrid,
an anti-disturbance finite-time adaptive sliding mode backstepping (DFA-SMB) controller is
designed in this paper. First, the topology and the second-order dynamic model of PV inverter
are established based on constant DC voltage and constant reactive power control method.
Subsequently, the backstepping method is adopted to perform the control of a high-order
system. Moreover, a second-order sliding mode differentiator is used to realize the function of
command-filter, solving the differential expansion problem caused by the derivation of virtual
controller. Besides, the terminal sliding mode control (TSMC) is introduced into the q-axis controller
and d-axis inner loop controller, increasing the robustness and reducing the convergence time of the
system. Adaptive control and disturbance-observer (DO) are used to perform the adaptive estimation
of model parameters and the observation of lumped disturbances, respectively, enhancing the
dynamic characteristics of the controller. Finally, a master–slave-organized islanded microgrid with
100 kW PV array is established in MATLAB/Simulink. The results demonstrate that the proposed
control method can effectively reduce power chattering and improve the anti-disturbance ability of
the PV system.

Keywords: photovoltaic (PV); master–slave-organized islanded microgrid; disturbance-observer
(DO); adaptive control; command-filter; terminal sliding mode control (TSMC)

1. Introduction

In recent years, distributed energy resources (DERs) have gained more and more attention because
of their excellent economy and cleanliness. As the main representative of DERs, photovoltaic (PV)
systems are widely used in power generation fields [1–3]. A PV system has two operating modes:
grid-connected mode and islanded mode [4]. The grid-connection mode refers to the mode the
connected microgrid with an external grid. The islanded mode refers to the mode in which the
microgrid is not connected with the external grid, and the electric energy produced by the PV system
is transmitted to loads or a distribution network directly [5]. An islanded PV microgrid can solve
electricity problems in many remote areas where power lines are difficult to set up [6]. In such cases,
PV panels, voltage source converters (VSC), filters and energy storage devices can be used to form a
PV microgrid to meet electricity demands [7].

The current islanded PV microgrid still has many problems to be addressed and optimized.
On the one hand, due to the uncertainty of changes in irradiance and temperature, the output
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power of the PV system is quite unstable [8]. At present, the proportional-integral (PI) controller is
widely used in the PV system. However, the dynamic performance of PI control is relatively poor.
With changing the irradiance and temperature, the current in the PV system controlled by the PI
controller shows great distortion, leading to the chattering of the output power. On the other hand,
compared with grid-connected systems, the islanded PV microgrid is smaller in scale and more
susceptible to disturbance. Moreover, the traditional PI controller is unable to meet the requirements
of overshoot and fast response in the face of disturbance, threatening the safety of the microgrid and
electrical equipment. Therefore, it is very important to improve the anti-disturbance performance
of the controller in the islanded microgrid. In addition, the islanded PV microgrid has no reference
voltage and frequency [9,10]. Therefore, in this paper, we consider an energy storage system (ESS) in
conjunction with the islanded PV system. Based on master–slave-organized control, the inverter of
ESS is defined as the master controller to stabilize the voltage and frequency of AC bus [11].

An islanded microgrid has been investigated by many researchers. The fractional-order sliding
mode control method was applied on an islanded DER system to realize the system output voltage
tracking of the reference voltage [12]; however, a DC source was used instead of DER, and there was
no energy storage unit. Later, a decentralized power management system was proposed to be used in
an islanded PV-battery microgrid under droop control to realize energy management [13]. The battery
supplies power to the microgrid when load demand exceeds the power provided by the PV system,
and conversely for charging the battery. However, the controller is a PI-based control method, where
the load conversion is not considered. In practice, the system load is constantly changing, and thus,
is not limited to a constant load. Reference [14] proposed a two-layer model predictive control in
islanded PV microgrid, reducing the operational cost and increasing the robustness of the system.
The effectiveness of this method in real-time control of the microgrid was verified by simulation.
In [15], a multi-level control framework of islanded PV microgrid was proposed, realizing bus voltage
regulation and load distribution. Furthermore, the response time and accuracy of the proposed scheme
have been discussed; however, most of the studies did not consider the disturbances in the islanded
system. Because of the small system scale and poor stability, improving the robustness and dynamic
characteristics of the islanded microgrid is particularly important.

In the field of control science, many nonlinear control methods have been developed for
engineering applications. Backstepping control is a type of nonlinear control widely used in
engineering [16]. The main idea of backstepping control is to design a virtual controller for each
of the higher orders of the system to control the whole system [17]. In the design process of the
backstepping controller, the virtual controller for each subsystem should be designed according to the
Lyapunov function. Experience in backstepping controller design has shown that the derivative of
the virtual controller often exists in the expression of the final controller of the system. The repeated
derivation of the virtual controller will sharply increase the calculation complexity of the controller
and reduce the operational efficiency of the controller. Therefore, a command-filter is usually added
to backstepping controllers, so that the derivative of the virtual controller can be obtained from the
integral link, avoiding the analytical derivative of the virtual controller and eliminating its differential
expansion [18].

In addition, many researchers discussed sliding mode control (SMC) [19–21], which is widely
used in microgrid controller design. In [22], a control technique for a battery energy storage supported
PV-wind hybrid system was also presented, adopting a soft-switching sliding-mode observer and a
non-singular terminal sliding mode controller to realize finite-time control of the system. The results
show that the proposed method converges faster than other methods. However, the chattering of
the system did not reduce significantly. In [23], an adaptive global fast terminal sliding mode control
method using fuzzy neural networks was presented for a single-phase PV grid-connected inverter.
Moreover, the tracking error between the inverter output voltage and grid reference voltage converged
to zero in finite-time. However, the single-phase inverter model was simple, and the proposed control
method should be validated in more complex models. The sliding mode-based control method easily
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generated large chattering in the system. Therefore, in some studies, the disturbance-observer (DO)
was introduced into the controller to suppress the chattering caused by the sliding mode control. A DO
was applied in integral sliding mode surface to eliminate external disturbance [24]. The experimental
results show that the memory-based DO integral sliding mode has better transient control performance.
In [25], high-order DO and DO-SMC controllers were designed, and the lumped disturbances were
estimated in the underactuated robotic system, suppressing the mismatch and uncertainty of the
system. However, the application of DO in a microgrid is relatively rare.

In this paper, a novel anti-disturbance finite-time adaptive sliding mode backstepping (DFA-SMB)
controller is designed for PV inverter in master–slave-organized islanded microgrid, which enhances
the anti-disturbance capability of PV system and reduces the power chattering. Moreover, PV inverter
is regarded as a slave controller and ESS inverter as a master controller. The control target of the
PV inverter is the tracking control of DC-link voltage and reactive power, and the control of active
power is realized by controlling DC-link voltage. The contribution of this paper can be summarized
as follows:

1. Based on constant DC voltage and constant reactive power control method, the dynamic model of
PV inverter is established. The active power control channel is converted to the DC voltage control
channel, thus no communication is required between the PV array and the inverter. In addition,
the adaptive parameter term and lumped disturbance term are taken into account in the model to
reduce the output power chattering.

2. The terminal sliding surfaces are introduced into the q-axis controller and d-axis inner
loop controller, enhancing the robustness and anti-disturbance ability of the system.
Moreover, the problem of proving the stability of the parameter coupling term is solved.

3. DO is proposed to estimate the lumped disturbances in the PV system and compensate the
controller in the feed-forward manner, thus enhancing the dynamic characteristics of the system
in the presence of disturbances. Moreover, a method for eliminating the estimation residuals of
DO is designed to prove stability. At present, the application of DO in the PV inverter is rarely
reported. Therefore, this paper provides the basis for a new approach to design the PV inverter
controller in the future.

4. A second-order sliding mode differentiator (SOSMD) is introduced to estimate the derivative of
virtual control law, which solves the differential expansion in the backstepping control.

The sections of this paper are structured as follows. Section 2 analyses the structure of
master–slave-organized islanded microgrid. Section 3 deduces the improved dynamic model of
PV inverter. Section 4 describes the design process of the DFA-SMB controller. Finally, the effectiveness
of the designed controller is verified by simulation in Section 5.

2. Structure of Master–Slave-Organized Islanded Microgrid

Figure 1 shows a master–slave-organized islanded microgrid with a PV system, where the system
is not connected to the external power grid. The electrical energy generated by the PV array is
transmitted to the load and distribution network directly. Due to the lack of voltage and frequency
reference for the AC bus of the islanded microgrid, the ESS should be regarded as the master control
unit, and ESS inverter should adopt constant voltage and constant frequency control strategy to
maintain the voltage stability of AC bus. Therefore, ESS must be connected to the AC bus, which is
called a centralized energy storage structure. Meanwhile, due to the control effect of ESS inverter,
AC bus voltage can be regarded as stable, thus PV system should be regarded as the slave control unit
to realize the control of output power of PV array.

In addition, ESS not only stabilizes the AC bus voltage, but also takes on the function of energy
storage. The power generated by PV array varies with the changes in the temperature and solar
irradiance, so it is necessary to achieve energy balance in the islanded microgrid. In the system of
Figure 1, if the power generated by the PV system is greater than the rated power of the load, the excess
power will charge the battery in ESS. Conversely, PV array and ESS together provide power to the load.
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Figure 1. Structure of master–slave-organized islanded microgrid.

In this paper, only the controller of the PV inverter is optimized to improve the output power
quality of the PV system. For the control method of the ESS inverter, we use a double-loop PI controller
to perform tracking control of the inverter output voltage to the reference voltage. The transformation
angle of the ESS is provided by a voltage controlled oscillator (VCO) [12], and transformation angle ϕ

of the PV system is obtained by the phase-locked-loop (PLL), which is phase-locked to the AC bus.

3. Dynamic Model of PV Inverter

In this section, according to Figure 2, the dynamic model of the PV system is established by
using Kirchhoff’s law. Besides, the function of the controller is realized by pulse-width modulation
(PWM) generator. The control signal mabc is transmitted to PWM generator and generate six-phase
pulse signal to control VSC. Due to the fact that the PV inverter is regarded as slave controller
of master–slave-organized islanded microgrid, thus we need to establish a current-controlled
mathematical model for PV inverter. The relationship between the three-phase voltage and current in
abc-frame in PV system is shown as follows [26]

L f
d
−→
i

dt
= −R f

−→
i −−→u +−→ut , (1)

where vector
−→
i ,−→ut and−→u are the space vectors of the three phase variables iabc, utabc and uabc. R f and

L f represent the resistance and inductance of R-L filter. Furthermore, the terminal voltage of PV
inverter −→ut can be expressed as −→ut = (udc/2)−→m , where −→m is the three-phase PWM modulating wave.
So, Equation (1) can be rewritten as

L f
d
−→
i

dt
= −R f

−→
i −−→u +

udc
2
−→m . (2)

utabc Rf

md,mq
PWM

Generator

ud,uq

Cpv

+

-

upv

ipv

PV
Array

Lpv

to AC bus

ipvout

+

-

udcCdc

MPPT

iabcuabc

abc
dq

abc
dq

abc
dq Controller

j

udcref Qrefj

Lf

idc

id,iq

mabc

upv,ipv

Boost
Converter Control Unit

Figure 2. Detailed structure and control loop of photovoltaic (PV) system.
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Transform model (2) from abc-frame to dq-frame as [26]

L f
d
dt

[(
id + jiq

)
ejϕ
]
= −R f

(
id + jiq

)
ejϕ−(

ud + juq
)

ejϕ +
(udc

2
md + j

udc
2

mq

)
ejϕ,

(3)

where id, iq, ud, uq, md and mq are components of d and q axes of three-phase variables iabc, uabc and
mabc, respectively. According to reference [26], separating the d-axis and q-axis components of (3) as

did
dt

= −
R f

L f
id + ωiq −

ud
L f

+
udc
2L f

md, (4)

diq
dt

= −
R f

L f
iq −ωid −

uq

L f
+

udc
2L f

mq, (5)

where ω=dϕ
/

dt. In the DC side of PV system, the relationship between DC voltage udc and current
ipvout, idc can be expressed as

Cdc
dudc

dt
= ipvout − idc, (6)

where ipvout is the output current of boost circuit, idc is the DC side current of inverter, and Cdc is the
DC-link capacitance.

In dq-frame, active power and reactive power in the system can be calculated as

P =
3
2
(
udid + uqiq

)
, (7)

Q =
3
2
(
uqid − udiq

)
. (8)

Neglecting the power consumption of inverter and filter circuit, the active power equation
between DC side and terminal side of PV system in dq-frame can be written as [27]

udcipvout =
3
2
(udid + uqiq). (9)

By substituting Equation (6) into Equation (9) and eliminating variable ipvout, we can obtain

dudc
dt

=
3(udid + uqiq)

2Cdcudc
− idc

Cdc
. (10)

In conclusion, the current-controlled mathematical model of islanded PV system is summed up
as follows

dudc
dt

=
3(udid + uqiq)

2Cdcudc
− idc

Cdc
,

did
dt

= −
R f

L f
id + ωiq −

ud
L f

+
udc
2L f

md,

diq

dt
= −

R f

L f
iq −ωid −

uq

L f
+

udc
2L f

mq.

(11)

In model-based control, the control effect depends on the accuracy of model information.
However, in the actual operation of the system, there are measurement errors in resistance R f ,
inductance L f , and capacitance Cdc. Therefore, the adaptive control is introduced to achieve online
parameter identification. The adaptive parameters are defined as follows:

δ1 =
1

Cdc
, δ2 =

R f

L f
, δ3 =

1
L f

, (12)
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thus the mathematical model Equation (11) can be rewritten as

dudc
dt

= δ1

(
3(udid + uqiq)

2udc
− idc

)
+ d1,

did
dt

= −δ2id + ωiq − δ3ud + δ3
udc
2

md + d2,

diq
dt

= −δ2iq −ωid − δ3uq + δ3
udc
2

mq + d3.

(13)

where d1, d2 and d3 are lumped disturbances of PV system, and will be observed by DO.

4. DFA-SMB Controller Design and Stability Analysis

In this section, a novel DFA-SMB controller is designed for PV inverter to enhance the
anti-disturbance capability of the PV system and reduce the power chattering. The control goal
is to stabilize the DC bus voltage and control the output power. The following is the design process of
the controller. In the design process, •̂ represents the estimated value of the corresponding variable •,
•̃ represents the estimated error defined as •̃ = •̂ − •. Figure 3 illustrates the structure of designed
DFA-SMB controller. Obviously, the whole controller is a double-loop control structure. The design
of the controller is based on sliding mode backstepping control. Moreover, adaptive control and
disturbance-observer are used to perform the adaptive estimation of model parameters and the
observation of lumped disturbances respectively, which enhances the dynamic characteristics of
the controller.
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Figure 3. Block diagram of disturbance finite-time adaptive sliding mode backstepping (DFA-SMB)
controller for PV inverter.

4.1. Virtual Controller Design with Sosmd

Define the DC-link voltage tracking error as

z1 = udc − udcre f , (14)

where udcre f is DC-link reference voltage. Differentiating both side of Equation (14), we can get

ż1 = δ1

(
3(udid + uqiq)

2udc
− idc

)
+ d1 − u̇dcre f . (15)
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To stabilize the Equation (15), we choose the Lyapunov function as V1 = z2
1/2, then, the derivative

of V1 can be calculated as

V̇1 = z1ż1

= z1

[
δ1

(
3(udid + uqiq)

2udc
− idc

)
+ d1 − u̇dcre f

]
= −k1z2

1 + z1

[
δ1

(
3(udid + uqiq)

2udc
− idc

)
+ d1 − u̇dcre f + k1z1

]
.

(16)

Then, according to Lyapunov asymptotic stability theory, the derivative of V1 must satisfy the
condition that it is negative definite. Therefore, considering the influence of adaptive control and DO,
we choose the virtual controller from Equation (16) as

îd
d =

2udc

3ud δ̂1

(
−k1z1 + δ̂1idc − d̂1 − ρ̂1sign (z̄1) + u̇dcre f

)
−

uqiq
ud

, (17)

where k1 is positive scalar. ρ1 is the observation error boundary of disturbance d1 and satisfies
∣∣d̃1
∣∣ ≤ ρ1.

ρ̂1 is the adaptive law of ρ1, and ˙̂ρ1 = φ1z̄1sign (z̄1)− Ξ1ρ̂1, where φ1 and Ξ1 are positive constants.
z̄1 is defined in Equation (21). sign(.) is the signum function represent as

sign(x) =

{
x/ |x| , x 6= 0

0, x = 0
. (18)

According to Figure 3, the virtual controller is in the outer loop structure, and its output signal is
used as a reference for the inner loop controller after passing through SOSMD.

In the design of the traditional backstepping controller, it is often necessary to use the derivative
of the designed virtual controller. There will be a large number of differential processes affecting
the control effect of the controller. As a result, SOSMD is introduced to replace the traditional
command-filter in [18], which can eliminate the problem of differential expansion and guarantee the
convergence of the filtering error in finite-time. The SOSMD is defined as [28]

v̇1=υ1

υ1 = −o1|v1 − φr|1/2sign (v1 − φr) + v2

v̇2 = −o2sign (v2 − υ1)

(19)

where o1 and o2 are positive constants, φr is the virtual control law designed in Equation (17), v1 = ic
q

and υ1 = i̇c
q are estimated values of φr and φ̇r.

Remark 1. Choose proper parameters o1 and o2, then the estimation error of SOSMD will converge in
finite-time [28].

Define the error compensating signal τ by

τ̇ = −k1τ +
3ud δ̂1

2udc

(
ic
d − îd

d

)
, (20)

where ic
d represents the output signal of the SOSMD.

Redefine the error as
z̄1 = z1 − τ. (21)
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Taking into account Equations (14), (17) and (20), the derivative of z̄1 is calculated as

˙̄z1 = ż1 − τ̇ = −k1z̄1 +
3ud δ̂1

2udc
z2

+ δ̃1

[
idc −

3
(
udid + uqiq

)
2udc

]
− d̃1 − ρ̂1sign (z̄1) ,

(22)

where z2 is defined in Equation (25).
To stabilize error z̄1, the Lyapunov candidate function is selected as V2 = z̄2

1/2 + γ−1
1 δ̃2

1/2,
and then the derivative of V2 can be calculated as

V̇2 = z̄1 ˙̄z1 + γ−1
1 δ̃1

˙̂δ1 = −k1z̄2
1 +

3ud δ̂1

2udc
z̄1z2

− z̄1
(
d̃1 + ρ̂1sign (z̄1)

)
+

δ̃1

γ1

[
˙̂δ1 − γ1z̄1

(
3
(
udid + uqiq

)
2udc

− idc

)]
,

(23)

and the adaptive law of δ1 is selected as

˙̂δ1 = Proj

[
δ̂1, γ1z̄1

(
3
(
udid + uqiq

)
2udc

− idc

)
− ϑ1δ̂1

]
, (24)

where Proj(.) represents the projection operator(see in the Appendix A) which guarantee the bounds
of parameters estimation, ϑ1 is a positive scalar.

4.2. Controller Design with Terminal Sliding Mode Surfaces

Define the dq-frame current error

z2 = id − ic
d, z3 = iq − ic

q. (25)

In order to further improve the robustness of the system, the terminal sliding mode control
(TSMC) is introduced into the q-axis controller and d-axis inner loop controller. Define the terminal
sliding mode surface

sd = z2 + β1

(∫ t

0−
z2dt

)p1/q1

,

sq = z3 + β2

(∫ t

0−
z3dt

)p2/q2

,

(26)

where β1 > 0 and β2 > 0 are the designed constant of sliding mode surface, p1, q1, p2 and q2 are the
positive odd numbers which 1 < p1/q1 < 2, 1 < p2/q2 < 2.

Let us take sd as an example. Set ε(t) =
∫ t

0−
z2dt, then Sd can be rewritten as

sd(t) = ε̇ + βεp1/q1 , (27)

when the system reaches the sliding surface, sd(0) = 0, Equation (27) can be calculated as

ε(0) = −
[

β−1z2(0)
]q1/p1

, (28)

and the time that the system reaches the equilibrium point along the sliding surface ts can be calculated
as [29]

ts =
q1

β (p1 − q1)
ε(0)

q1
p1−q1 . (29)
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The time for the system to move from any initial state to the sliding surface sd is defined as tr.
Thus, the TSMC method can make the system converge from any initial state to the equilibrium point
in finite-time ts + tr. Similarly, the time required for the system to reach the equilibrium point along
the sliding surface sq can be calculated.

Combined with Equations (13) and (25), the derivative of Equation (26) can be calculated as

ṡd = ż2 + β1
p1

q1
z2

(∫ t

0−
z2dt

)(p1/q1−1)
= −δ2id + ωiq

− δ3ud + δ3
udc
2

md + d2 − i̇c
d + β1

p1

q1
z2

(∫ t

0−
z2dt

)(p1/q1−1)
,

ṡq = ż3 + β2
p2

q2
z3

(∫ t

0−
z3dt

)(p2/q2−1)
= −δ2iq −ωid

− δ3uq + δ3
udc
2

mq + d3 − i̇c
q + β2

p2

q2
z3

(∫ t

0−
z3dt

)(p2/q2−1)
.

(30)

In order to stabilize the whole system, the Lyapunov function is designed as

V3 = V2 + s2
d/2 + s2

q/2 +
3

∑
i=2

γ−1
i δ̃2

i /2, (31)

where γi > 0 (i=2,3) represent adaptive gains.

Define χ1 = β1
p1
q1

z2

(∫ t
0−

z2dt
)(p1/q1−1)

and χ2 = β2
p2
q2

z3

(∫ t
0−

z3dt
)(p2/q2−1)

as terminal attractors.
Then, combining Equations (23) and (30), the derivative of the Lyapunov function V3 can be
calculated as

V̇3 = V̇2 + sd ṡd + sq ṡq + δ̃2
˙̂δ2/γ2 + δ̃3

˙̂δ3/γ3

= V̇2 + sd

(
−δ̂2id + ωiq − δ̂3ud + δ̂3

udc
2

md + d2 − i̇c
d + χ1

)
+ sq

(
−δ̂2iq −ωid − δ̂3uq + δ̂3

udc
2

mq + d3 − i̇c
q + χ2

)
+

δ̃2

γ2

[
˙̂δ2 − γ2

(
−idsd − iqsq

)]
+

δ̃3

γ3

[
˙̂δ3 − γ3

(
sd

(
−ud +

udc
2

md

)
+ sq

(
−uq +

udc
2

mq

))]
.

(32)

Considering sliding mode reaching law

ṡd = −k2sd − σ1sat (sd) ,

ṡq = −k3sq − σ2sat
(
sq
)

,
(33)

and the controllers md and mq in dq-frame are designed as

md =
2

δ̂3udc

(
−k2sd − σ1sat (sd) + δ̂2id −ωiq + δ̂3ud

−d̂2−ρ̂2sign (sd) + i̇c
d − χ1

)
,

mq =
2

δ̂3udc

(
−k3sq − σ2sat

(
sq
)
+ δ̂2iq + ωid + δ̂3uq

−d̂3−ρ̂3sign
(
sq
)
+ i̇c

q − χ2

)
,

(34)

where k2, k3, σ1, σ2 are the designed positive constants. ρ2 and ρ3 are the observation error
boundaries of disturbance d2 and d3 which satisfy

∣∣d̃2
∣∣ ≤ ρ2,

∣∣d̃3
∣∣ ≤ ρ3, ˙̂ρ2 = φ2sdsign (sd)− Ξ2ρ̂2,
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˙̂ρ3 = φ3sqsign
(
sq
)
− Ξ3ρ̂3, where Ξ2, Ξ3, φ2 and φ3 are positive scalars. Furthermore, sat(.) represents

the saturation function defined as

sat(s) =


1, s > ψ

s/ψ, |s| ≤ ψ

−1, s < −ψ

. (35)

where 0 < ψ ≤ 0.5 is the layer of the sliding surface.
Moreover, also according to Equation (32) and considering the boundedness of parameter

estimation, the adaptive update laws of δ2 and δ3 are designed as

˙̂δ2 = Proj
[
δ̂2, γ2

(
−idsd − iqsq

)
− ϑ2δ̂2

]
,

˙̂δ3 = Proj
[
δ̂3, γ3sd

(
−ud +

udc
2

md

)
+γ3sq

(
−uq +

udc
2

mq

)
−ϑ3δ̂3

]
,

(36)

where ϑ2, ϑ3 are positive scalars.

4.3. Design of the Disturbance-Observer

The dynamic model (13) with parameter estimation can be transformed into the following form

ẋ = f̂ (x) + gm (t) + d (t) , (37)

where

x =
[
udc, id, iq

]T , m =
[
md, mq

]T , d =
[
d1, d2, d3

]T
,

f̂ (x) =

 δ̂1

(
3(udid+uqiq)

2udc
− idc

)
−δ̂2id + ωiq − δ̂3ud
−δ̂2iq −ωid − δ̂3uq

 , g =

 0 0
δ̂3udc

2 0

0 δ̂3udc
2

 .
(38)

The initial DO is designed as
˙̂d = −B

(
d̂− d

)
, (39)

where B = [b1, b2, b3]
T is the observer gain vector. Substituting (37) into (39), we can get

˙̂d = −Bd̂ + B
(

ẋ− f̂ (x)− gm (t)
)

. (40)

In Equation (40), since the derivative of the state variable x cannot be directly measured,
the process of derivation will amplify the noise of the state variable and affect the accuracy of
interference estimation. Therefore, in this paper, the auxiliary variable is proposed to avoid the
derivation of the state variable.

Define auxiliary variable Γ = d̂− Bx, Γ̇ = ˙̂d− Bẋ, thus Equation (40) can be rewritten as

Γ̇ = −Bd̂− B
(

f̂ (x) + gm (t)
)

. (41)

Consequently, the improved DO for the PV inverter can be expressed as

Γ̇ = −B (Γ + Bx)− B
(

f̂ (x) + gm (t)
)

,

d̂ = Γ + Bx.
(42)
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The disturbance-observer in this paper is designed in continuous-time. By means of auxiliary
variable Γ, the improved DO can obtain the estimated disturbance value without calculating the
derivative of the state variable x, so it is not necessary to design a filter link, in which the design
process of the observer is simplified.

4.4. Stability Analysis

In order to consider the stability of DO, reselect Lyapunov candidate function as

V4 = V3 +
1
2

3

∑
i=1

(
d̃2

i + ρ̃2
i /φi

)
. (43)

Subsequently, the derivative of V4 can be calculated as

V̇4 = V̇3 +
3

∑
i=1

(
d̃i

˙̂di + ρ̃i ˙̂ρi/φi

)
. (44)

Taking into account Equations (23), (24), (34) and (36), we can obtain

V̇4 = −k1z̄2
1 +

3ud δ̂1

2udc
z̄1z2 − z̄1

(
d̃1 + ρ̂1sign (z̄1)

)
− k2s2

d

− k3s2
q − σ1sdsat (sd)− σ2sqsat

(
sq
)
− sd

(
d̃2 + ρ̂2sign (sd)

)
− sq

(
d̃3 + ρ̂3sign

(
sq
))
−

3

∑
i=1

(
ϑi δ̃i δ̂i/γi − d̃i

˙̂di − ρ̃i ˙̂ρi/φi

)
.

(45)

Note that the term −z̄1
(
d̃1 + ρ̂1sign (z̄1)

)
in Equation (45) has the following unequal relationship

− z̄1
(
d̃1 + ρ̂1sign (z̄1)

)
≤ |z̄1|

∣∣d̃1
∣∣− z̄1ρ1sign (z̄1)− z̄1ρ̃1sign (z̄1) ≤ −ρ̃1 ˙̂ρ1/φ1 − Ξ1ρ̃1ρ̂1/φ1.

(46)

Similarly
−sd

(
d̃2 + ρ̂2sign (sd)

)
≤ −ρ̃2 ˙̂ρ2/φ2 − Ξ2ρ̃2ρ̂2/φ2,

−sq
(
d̃3 + ρ̂3sign

(
sq
))
≤ −ρ̃3 ˙̂ρ3/φ3 − Ξ3ρ̃3ρ̂3/φ3.

(47)

Furthermore, in order to eliminate the coupling term 3ud δ̂1
2udc

z̄1z2, define 0 < ` < 1, then we
can obtain

−k1z̄2
1 +

3ud δ̂1

2udc
z̄1z2 ≤ −k1 (1− `) z̄2

1 − k1`|z̄1|2 +
3ud δ̂1

2udc
|z̄1| |z2| . (48)

Assuming the condition |z̄1| ≥ 3ud δ̂1
2k1`udc

|z2| can be satisfied, then inequality Equation (48) can be
represented as

−k1z̄2
1 +

3ud δ̂1

2udc
z̄1z2 ≤ −k1 (1− `) z̄2

1. (49)

Evidently, this condition can be achieved by adjusting the parameter k1.
Subsequently, substituting Equations (42), (46), (47) and (49) into (45), and according to the

definition of saturation function, we obtain

V̇4 ≤ −k1 (1− `) z̄2
1 − k2s2

d − k3s2
q −

3

∑
i=1

bi d̃2
i −

3

∑
i=1

ϑi δ̃i δ̂i/γi −
3

∑
i=1

Ξi ρ̃i ρ̂i/φi. (50)



Energies 2020, 13, 4490 12 of 19

Through Young’s inequality, −
3
∑

i=1
ϑi δ̃i δ̂i/γi has the following unequal relationship

−
3

∑
i=1

ϑi δ̃i δ̂i/γi = −
3

∑
i=1

ϑi δ̃i
(
δ̃i + δi

)
/γi

≤ −
3

∑
i=1

ϑi δ̃
2
i /γi +

3

∑
i=1

ϑi δ̃
2
i / (2γi) +

3

∑
i=1

ϑiδ
2
i / (2γi)

≤ −
3

∑
i=1

ϑi δ̃
2
i / (2γi) +

3

∑
i=1

ϑiδ
2
i / (2γi).

(51)

Similarly, −
3
∑

i=1
Ξi ρ̃i ρ̂i/φi has the following unequal relationship

−
3

∑
i=1

Ξi ρ̃i ρ̂i/φi = −
3

∑
i=1

Ξi ρ̃i (ρ̃i + ρi) /φi

≤ −
3

∑
i=1

Ξi ρ̃
2
i /φi +

3

∑
i=1

Ξi ρ̃
2
i / (2φi) +

3

∑
i=1

Ξiρ
2
i / (2φi)

≤ −
3

∑
i=1

Ξi ρ̃
2
i / (2φi) +

3

∑
i=1

Ξiρ
2
i / (2φi).

(52)

Then, Equation (50) can be rewritten as

V̇4 ≤ −k1 (1− `) z̄2
1 − k2s2

d − k3s2
q −

3

∑
i=1

bi d̃2
i −

3

∑
i=1

Ξi ρ̃
2
i / (2φi)−

3

∑
i=1

ϑi δ̃
2
i / (2γi)

+
3

∑
i=1

Ξiρ
2
i / (2φi) +

3

∑
i=1

ϑiδ
2
i / (2γi) ≤ −κV4 + υ,

(53)

where κ = min {2k1 (1− `) , 2k2, 2k3, ϑi, Ξi}, υ =
3
∑

i=1
Ξiρ

2
i / (2φi)+

3
∑

i=1
ϑiδ

2
i / (2γi). Moreover, for ∀t ≥ t0,

Equation (53) signifies

V4 (t) ≤
(

V4 (t0)−
υ

κ

)
e−υ(t−t0)+

υ

κ

≤ V4 (t0) +
υ

κ
.

(54)

Based on the literature [28], the filtering error of SOSMD is bounded in finite-time, thus compensated
tracking error is bounded, indicating that all the signals in the control system can be regarded as
semi-globally uniformly ultimately bounded.

5. Results and Analysis

In this section, based on Figure 1, a 100 kW master–slave-organized islanded PV microgrid
was established in MATLAB/Simulink to verify the accuracy of the designed DFA-SMB controller.
The parameters of the PV system and DFA-SMB controller are summarized in Tables 1 and 2. There are
many parameters generated in the design of the DFA-SMB controller. In the simulation, we have
debugged all the parameters to achieve the best control effect. Firstly, we remove the DO and
parameter adaptive control in the controller, and set the sliding mode parameters σ1 and σ2 to 0.
Then adjust the parameters k1, k2 and k3 to make the system reach a relatively satisfactory state.
Subsequently, adjust the sliding mode parameters σ1, σ2 to make the system robust when a disturbance
occurs. Finally, the adaptive and DO parameters are adjusted to reduce the chattering and tracking
errors of the system.
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Table 1. The basic parameters of PV system.

Parameters Value Description

Lpv 5 mH PV inductor
Cpv 100 µF PV capacitance
Cdc 6 mF DC-link capacitance
R f 2 mΩ Filter resistance
L f 250 µH Filter inductor

Table 2. Parameters of DFA-SMB controller.

Parameter Value Parameter Value Parameter Value

k1 150 k2 250 k3 380
σ1 10 σ2 20 γ1 50
γ2 30 γ3 40 ϑ1, ϑ2, ϑ3 0.01
β1 0.1 β2 0.1 p1/q1, p2/q2 5/3
b1 0.3 b2 0.2 b3 0.2
o1 80, 000 o2 200 Ξ1, Ξ2, Ξ3 0.01

The entire simulation process lasts 2 s. The controller starts at t = 0.05 s. When t = 0.4 s,
the incremental conductance maximum power point tracking (MPPT) controller intervenes, and the PV
system reaches the maximum power point. In addition, the influence of load variation on a PV inverter
in islanded microgrid has been studied. When t = 1.65 s, the three-phase balanced load accessed to the
system changes from 63 kW to 115 kW. When t = 1.8 s, three-phase six-pulse nonlinear diode-bridge
accessed to simulate the non-linear load, and the total load power reaches 134 kW.

Figure 4 shows the curves of irradiance and temperature in the simulation. The output power of
the PV array decreases as the irradiance drops or the temperature rises. When the temperature is 25 ◦C
and the irradiance is 1000 W/m2, the output power of the PV array reaches the rated value of 100 kW.
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Figure 4. The curves of irradiance and temperature.

In order to fully verify the advancement of DFA-SMB controller, the designed controller
is compared to finite-time adaptive command-filtered backstepping (FACB), command-filtered
backstepping (CB) [18], and PI controllers in the simulation. Figure 5 shows the DC bus voltage
of the PV system using different controllers, with udcre f set to 500 V. Comparing the voltage tracking
performance of the other three strategies, the proposed DFA-SMB scheme can track the DC-link voltage
stably, with fast convergence rate and less steady-state error. Especially, with changing the irradiance,
temperature and load change, the proposed control ensures that the voltage fluctuates within a small
range. However, in the same case, the DC voltage under PI control has the largest deviation from the
reference value. Because of the introduction of adaptive TSMC, the control effect under DFA-SMB
and FACB scheme is better than that under CB and PI, indicating that after considering adaptive
TSMC in CB, the effect of disturbance on DC voltage is restrained and the robustness of the system is
improved. Moreover, by comparing the control effects of DFA-SMB and FACB controllers, the role
of DO in the controller is verified. The lumped disturbances of PV the system observed by DO are
shown in Figure 6. The proposed DO can observe the disturbances and provide estimated disturbance
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information to the controller, improving the anti-disturbance ability of the system. Moreover, if there
are no disturbances in the system, the DO observation values are also approximately equal to the
unknown part of the dynamic model. A comparison of the control effect between DFA-SMB and FACB
controller indicates that the DO in the DFA-SMB controller can further reduce the tracking error when
a disturbance occurs, and the impulse generated during the load variation can also be restrained.
Consequently, the DFA-SMB controller is superior to the other three controllers in the DC voltage
control and has better dynamic characteristics and robustness in the presence of disturbances.

The same conclusion can be drawn from Figure 7, indicating the output active power comparison
of the PV system under different controllers. The chattering problem of the active power curve is
the most serious under PI control, and there is a large fluctuation during load variation at 1.65 s and
1.8 s. In contrast, the active power curves controlled by CB and FACB controllers are relatively smooth,
but they are still sensitive to external disturbances. In addition, by observing lumped disturbances
with DO, the fluctuation in the output active power is further reduced, and the impact of load variation
on the output power is significantly suppressed.
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Figure 5. Tracking performance of DC voltage under different controllers.
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Figure 8 illustrates the estimated values of the adaptive parameters designed in Equation (12).
It can be seen that the estimated values of the parameters fluctuate near the actual value when the
system runs. The adaptive control can adjust the system parameters appropriately to improve the
control effect in face of system parameter disturbances. Thus, the adaptive estimation is not only
an identification of the parameter values, but also allows the system to better cope with external
interference in a dynamic and robust manner. Figure 9a shows the input and output signal of the
SOSMD, where it can be seen that the output signal is basically consistent with the input signal.
It means that the SOSMD works in a stable state. Figure 9b depicts the compensation signal curve of
the SOSMD.
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

2

4

6

8

10

ha
t i

dd , i
dc

(a)
id
c hat id

d

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time (s)

-15

-10

-5

0

5

 

(b)

0 2 4

10-3

0

20

40

0.6021 0.6023 0.6025
0.525

0.53

0.535
1.65 1.6502

1.1

1.2

1.8 1.8002

1
1.1
1.2

1.65 1.7 1.75 1.8 1.85

-2

0

2
10-4

0.5 1 1.5
-1

0

1
10-4

0 0.005 0.01 0.015

-10
-5
0
5

Figure 9. (a) Input and output signals of second-order sliding mode differentiator (SOSMD).
(b) Compensation signal of SOSMD.



Energies 2020, 13, 4490 16 of 19

In the simulation, the reference value ic
q of q-axis is set to 0, that is to say, we want the output

reactive power of the PV system to be 0. Phase-contrast between the output voltage and current in
the PV system under the DFA-SMB controller is shown in Figure 10a. This shows that the DFA-SMB
controller is also effective in reactive power control. Figure 10b shows the output three-phase current
of the PV system under the DFA-SMB controller. The output current of the PV system changes steadily
when solar irradiance and temperature change, and the output power is changed by varying the current.
Therefore, the quality of the output power depends on the output current. In Figure 11, we compare
the total harmonic distortion (THD) of the output current controlled by different controllers when
the system is stable. It is worth noting that the THD of PV system output current under DFA-SMB
scheme is 1.85%, while it is 3.86% under PI control, 2.59% under CB control and 2.30% under FACB.
We concluded that DFA-SMB also has excellent control performance in steady-state, meeting the
requirement of power quality. Furthermore, Figure 12 shows the three-phase current curve in the
presence of load variations under the DFA-SMB controller. The system is disturbed due to load
transformation at 1.65 s and 1.8 s, while the output current under DFA-SMB controller has little
distortion when a disturbance occurs and can quickly return to stability, thus further verifying the
dynamic performance and robustness of the DFA-SMB controller.
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Figure 10. (a) Phase contrast between output voltage and current in PV system under DFA-SMB
controller at t = 1.5–1.6 s. (b) Output three-phase current of PV system under DFA-SMB controller at
t = 0.5–1.2 s.
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Figure 12. Current waveform of PV system during load conversion under DFA-SMB controller.

6. Conclusions

In this paper, a novel DFA-SMB controller for PV inverter in master–slave-organized islanded
microgrid has been successfully developed to enhance the anti-disturbance capability of the PV
system and reduce the power chattering. The DFA-SMB control strategy is based on a backstepping
control strategy. Moreover, the SOSMD, adaptive parameter estimation method, TSMC and DO are
integrated in the controller, reducing the amount of calculations of the controller and improving the
anti-disturbance performance. In MATLAB/Simulink, a 100 kW PV system has been established in a
master–slave-organized islanded microgrid, and the control effects between DFA-SMB and FACB, CB,
PI for PV inverter are compared. The results show that the DC voltage is more stable, and the active
power curve is smoother using the DFA-SMB controller. In the presence of disturbance, the DFA-SMB
controller can also minimize the effect of the disturbance on the system as much as possible. Therefore,
DFA-SMB is verified to have better static, dynamic characteristics and robustness than the other three
controllers. Future investigation will be focused on two goals: (i) to build an experimental platform to
verify the effectiveness of the proposed controller; (ii) based on the DFA-SMB controller, investigate
the fixed-time control of the system and the cooperative control strategy of a multi-PV system and
multi-energy storage system.
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Appendix A

In this paper, the role of the discontinuous projection operator [30] is to prevent the excessive
estimation of the parameters in the DFA-SMB controller in PV system, thus ensuring the boundedness
of the adaptive parameter estimation. We define the equation η̃ = η̂ − η, where η is the actual value of
the estimated parameter, η̂ and η̃ are the adaptive estimation of the parameter and estimation error,
respectively. The adaptive law with the discontinuous projection operator is designed as:

˙̂η = ςProj (η̂, f ) , (A1)
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where ς > 0 is a designed positive constant, and f is the designed adaptive function. Furthermore, we can
define the function of discontinuous projection operator as:

Proj (η̂, f ) =


0, if η̂ = η̂max and x > 0,
0, if η̂ = η̂max and x < 0,
x, otherwise,

(A2)

where η̂max represents the upper limit of the estimated value of η̂. The projection operator for any
adaptive function f has the following conclusions [30]:

Property A.1. η̂ ∈ Ωη
∆
= {η̂ : ηmin ≤ η̂ ≤ ηmax} ,

Property A.2. η̃ [Proj (η̂, f )− f ] ≤ 0, ∀ f .
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