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Abstract: The maritime silk road policy of China brings opportunities to companies relating to
overseas investment. Despite the investment potentials, the risks cannot be ignored and have still
not been well assessed. Considering the fact that ICRG comprehensive risk has certain subjectivity,
it is not completely applicable to China’s overseas investment. Therefore, based on the data of the
China Statistical Yearbook and International Statistical Yearbook, a new indictor is adopted to better
capture the Chinese investment risk and to make our prediction more objective. In order to acquire
the ability to predict the investment risk in the future which is essential to stakeholders, machine
learning techniques are applied by training the ICRG data of the previous year and Outward Foreign
Direct Investment (OFDI) data of the next year together. Finally, a relative reliable link has been built
between the OFDI indicator in the next year and the left ICRG indicators in the last year with both the
best precision score of 86% and recall score of 86% (KNN method). Additionally, the KNN method
has a better performance than the other algorithms even for high-level risk, which is more concerning
for stakeholders. The selected model cannot only be used to predict an objective and reasonable
investment risk level, but can also be used to provide investment risk predictions and suggestions
for stakeholders.

Keywords: investment risk prediction and assessment; machine learning; deep learning; international

country risk guide; K-nearest neighbor

1. Introduction

The Chinese government has long been devoted to opening up to the rest of the
world, and actively guides and encourages businesses to “go global”. This will facilitate
the rapid transformation and upgrading of China’s economy and improve the ecological
environment significantly. In addition, it is of great significance for China to establish a
new diplomatic situation, shape the international perception of China’s peaceful growth,
and increase its global discourse power.

When investing abroad, investors must frequently examine a variety of social, cultural,
economic, legal, diplomatic, racial, religious, and war-related aspects. Middle Eastern
nations, for instance, are abundant in fossil fuels and offer substantial investment possi-
bilities. However, they often have less stable political environments and a greater chance
of violence than other regions of the globe. This potential risk might disrupt China’s
investment initiatives.

In 2011, the Libyan civil war broke out. China implemented a highly successful evac-
uation program. The outcome of this, however, was that numerous investment projects
in Libya were shelved or abandoned, affecting 75 firms and 50 significant pro-jects, with
contract losses totaling $18.8 billion. Furthermore, after Sirisena was unexpectedly elected
president of Sri Lanka in 2014, he altered China’s policy significantly. He halted the ma-
jority of Chinese loans and investment projects, which dealt a severe blow to Chinese
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businesses in Sri Lanka. The aforementioned problems occurred because government
functional departments lacked investment risk assessment and loss investigation processes.
The absence of appropriate methods for mitigating potential investment hazards leads to
blind offshore investments being made, potentially leading to substantial losses. There-
fore, it is of both scientific and practical importance to conduct an adequate investment
security assessment prior to foreign investment, as this will assist businesses in gaining
benefits and the nation in avoiding hazards. Currently, the study of overseas investment
focuses mostly on multiple perspective analyses of foreign investment. First postulated
by Hall, the cultural risk of foreign investment is that cultural differences have a substan-
tial impact on investment activities [1]. Schinas and others analyzed the economic and
financial risks of foreign investment security, noting that the “going out” strategy has a
substantial impact on the global economy and trade and may increase trade efficiency,
reduce energy consumption, and provide investment advantages [2]. Busse remarked that
shifts in the political climate and policy discontinuities could have a big impact on the
investment. This political unpredictability underlines the growing significance of political
risk in international investment [3]. Zhang discussed the problem of legal risk management
for international investments [4]. Colin Flint offered a new theory of outbound investment
and geopolitics, proposing that China should fully address geopolitical risks in outbound
investment, effectively communicate China’s geopolitical narrative, and investigate and
construct geopolitics with Chinese characteristics [5].

Some international organizations evaluate the investment risk of each nation based
on macro quantitative analysis, with the international country risk guide being the most
representative. The ICRG evaluates political, economic, and financial elements to produce
an overall risk assessment. Based on the ICRG data set, Ukwueze examined the influence
of political factors on international aid and proposed that donors consider political issues
when making gifts [6]. Based on the ICRG data set, Javaid examined the effect of political
factors on climate change and concluded that improving political quality can effectively
lower climate risk [7]. The preceding research demonstrates that the data set is credible and
can be used in this investigation. Nonetheless, the existing ICRG Composite Risk Rating
is not fully utilized for Chinese ventures abroad. Moreover, the building procedure of
ICRG indicators contains a degree of subjectivity. In contrast, machine learning and deep
learning approaches may effectively mine data relationships and have been successfully
implemented in remote sensing, finance, and other domains [8-10].

According to the aforementioned literature, in order to conduct an exhaustive analysis
of China’s foreign investment, multiple elements must be evaluated simultaneously. The
conclusions of the ICRG International Comprehensive Risk Ratings are not derived from a
Chinese perspective, but rather from a global one. Therefore, the results of the complete
risk rating cannot be used to assess China’s foreign investment risk.

Based on the actual situation of China’s overseas investment over the years, this
study used the data mining capabilities of machine learning and deep learning technology
to overcome the subjectivity of the traditional international comprehensive risk rating
model and constructed a model suitable for China’s overseas investment risk assessment,
providing a framework for Chinese firms’ international investment decisions. The following
are the primary contributions of this paper:

1. As far as we know, this study is the first to use ICRG data combined with the machine
learning methods to predict China’s investment risks in the Maritime Silk Road region.
In the prediction process, China’s foreign investment data was used to replace the
weighted risk results from ICRG data, improving the assessment results’ objectivity
and effectiveness.

2. Machine learning and deep learning technologies were applied to the prediction
model, and multi-source information of the current year was used to predict the
investment risk of China in the Maritime Silk Road region in the next year, with an
accuracy rate of 86%.
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The remainder of the paper is structured as follows: Section 2 presents data sources and
data preprocessing, Section 3 presents the method and design of comparative experiments,
Section 4 presents and discusses the results of comparative experiments, and Section 5
Summarizes this study.

2. Data
2.1. ICRG

Despite the difficulties in gauging country risk exactly, it is possible to make compar-
isons between states by utilizing the country risk ratings provided by relevant international
agencies. This article explores the association between the country risk ratings given by the
American PRS Group’s International Country Risk Guide (ICRG) and systemic risk. The In-
ternational Credit Rating Group (ICRG) is the most professional organization that analyzes
country risk; it produces monthly rating results based on those of existing rating agencies.

Political risk (PR), economic risk (ER), and financial risk (FR) are the three components
of country risk according to ICRG’s classification. C composite risk (CR) is also considered.
Political risk is weighed by 12 indicators, economic risk by 5, and financial risk by 5. The
greater the value is, the lower the risk.

Indicators such as government stability, socioeconomic conditions, investment profiles,
internal conflict, external conflict, corruption, religious tensions, law and order, ethnic
contflict, and bureaucratic quality between 2002 and 2019 are covered by the data used in
this study. The ICRG includes both descriptive and economic data in its country analyses.
The ICRG model used for forecasting financial, economic, and political risk was created
in 1980 by the editors of International Reports, a widely respected weekly international
financial and economic report. In response to a client’s request for a comprehensive
research examination of the potential dangers associated with foreign business activities,
the editors developed a statistical model to evaluate the risk. They supported it with
analyses, interpretation of figures, and verification of what the numbers did not indicate.
The outcome was a complete system capable of measuring and comparing various types
of risk across countries. One of the benefits of ICRG is that it enables users to conduct
risk assessments based on ICRG data in accordance with their individual needs. ICRG
models are utilized by institutional investors, banks, multinational enterprises, importers,
exporters, foreign exchange dealers, and shipping companies, among others, to estimate
the impact of financial, economic, and political risks on their existing and future businesses
and investments.

ICRG’s nation risk assessment is widely utilized in several country risk-related studies
and carries a high level of credibility [6,11,12]. In this research, multiple ICRG indicators
are used as surrogate variables for economic, political, and other indicators in order to
model and fit the available data to forecast foreign investment risks.

2.2. OFDI

This study made use of the “China Statistical Yearbook” and “International Statistical
Yearbook” from the National Bureau of Statistics. Since the statistics of China’s foreign
direct investment are only available for 2003 onwards, the sample period of this study was
determined to be 2003-2019 and included data from the foreign direct investment stock of
214 countries and regions in the world.

2.3. Historical Situation Analysis

Based on the historical data provided by ICRG and the calculated risk values, this
study drew risk zoning maps for 2004, 2009, 2014, and 2019. It can be seen from the figure
that the combined risk based on ICRG data changed over time. For example, Iraq was a
high-risk area in 2004 due to the second Gulf War, which took place in 2003. As the intensity
of the war decreased before it then stopped, the risk in Iraq decreased but remained high
for a long time.
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Based on OFDI data, OFDI zoning maps of 2004, 2009, 2014, and 2019 were drawn
in this study. As can be seen from the figure, the stock of OFDI changed over time. As a
result of the second Gulf War in 2003, it was evident that the stock of investment in Iraq
was rapidly and substantially reduced. The change seen was consistent with the overall
change in risk reflected in the ICRG data.

In addition, it can be seen from Figures 1 and 2 that the stock of outbound investment
is not entirely consistent with the risk assessment results of ICRG, with some differences
being evident. For example, Canada’s ICRG risk from 2004 to 2019 was consistently lower
than that of the United States. According to the actual data of OFD], the stock of outbound
investment in the United States is always higher than that in Canada. Therefore, it is not
reasonable for investors to make foreign investments solely based on the value at risk
provided by the ICRG.

(c) (d)

Figure 1. ICRG’s Perennial Change Risk Zoning Map. (a—d) represent ICRG composite risk in 2004,
2009, 2014, 2019.

Figure 2. Cont.
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Figure 2. Foreign Direct Investment Stock’s Perennial Change Zoning Map. (a-d) represent Foreign
Direct Investment Stock risk in 2004, 2009, 2014, 2019.

2.4. Data Preprocessing

Twenty-five factors were considered in this study, and the data scale was not large.
The existing equipment could be used for all kinds of model calculations. Therefore, this
problem does not need to reduce the amount of computation required by the model, nor
does it need to reduce the data dimension, and all the data can be fully used to train
the model.

In this study, ICRG data from 2002 to 2017 and OFDI stock data from 2003 to 2018
were used as training sets for risk prediction model training. The Figure 3 below shows that
ICRG data in 2018 and OFDI stock data in 2019 were used as test sets to test the prediction
effect of the model.

2018 ICRG

2019 OFDI

Figure 3. Schematic diagram of model input and output.
All data were normalized first, and the risk level was calibrated.

3. Methods

Based on machine learning and deep learning methods, this experiment applies these
methods to predict the risk of foreign investment. In addition to comparing the SVM,
XGB, LightGBM, Random Forest, and KNN machine learning models [13], this study also
compares the prediction effect between the machine learning model and the deep learning
model [14,15].

3.1. Machine Learning
3.1.1. SVM

The support vector machine (SVM) is a machine learning technique that combines
structural risk minimization into the classification procedure. At the same time, by intro-
ducing a kernel function, the optimal classification hyperplane can be obtained while the
classification error is minimized and the generalization ability of the model is improved.
This method is suitable for nonlinear classification problems and can effectively overcome
high-dimensional problems [16]. Due to its excellent performance, SVM is widely used
in pattern recognition, time series prediction, remote sensing, image recognition, medical
diagnosis, and many other fields [17,18].

3.1.2. XGB

In machine learning, the use of the XGB technique for optimizing gradient-boosting
decision trees is gaining popularity. Since the modification of the GBDT loss function, XGB
has become less resource-intensive, more adaptable, and more effective; as a result, it has
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found widespread application in data mining, system evaluation, and other fields [19-22].
Unlike the random forest, the XGB model is additive and based on the principle of boosting
integration learning. Individual learners have a strong dependence on each other. Training
involves an algorithm called gradient descent, whereas greedy training applies forward
distribution. Each iteration learns a tree to fit the residuals between the predicted results of
the previous T-1 tree and the true value of the training sample [23]. The objective function
of XGB is:

(t) n A (t) ¢
obj'"' =Y Iy,y: )+ ) Qfi) 1)
i=1 i=1

where, [ is the error function, which represents the deviation between the true value and
the predicted value. The regularization term in Eq. can penalize Q( f;) complex models.

The algorithm uses the second-order Taylor formula to derive optimization loss func-
tion and leaf node grouping, and the final objective function is:

T

1
Objtt) = Zl Gjw;+ 5 (Hj + Mw? | +9T )
=

This algorithm can effectively reduce the occurrence of over-fitting problems, and
the blocks storage structure is convenient for parallel computing, which has prominent
advantages in the processing of classification regression problems [24-27].

3.1.3. LightGBM

LightGBM is an evolutionary algorithm for gradient lifting decision trees. Light-
GBM can further optimizes the gradient lifting decision tree through histogram algorithm,
unilateral gradient sampling, mutually exclusive feature binding, leaf-wise decision tree
growth strategy, and other schemes, thus accelerating the training speed of the model
and improving its generalization ability while maintaining a high algorithm accuracy [28].
LightGBM is applied extensively due to its quick speed and excellent performance in
multiple applications, including classification, regression, sorting, and others. As a tool for
fault discovery, financial analysis, and medical diagnostics, it shows great potential [29,30].

3.1.4. Random Forest

Random forest is a classical model of ensemble learning based on the idea of a weakly
supervised model decision tree. Random forest generates multiple decision trees, and
each decision tree performs law fitting and merging independently to make predictions.
Finally, the bagging algorithm combines and summarizes multiple decision tree classifiers
to complete the final prediction [31]. In essence, random forest is an improvement of the
decision tree algorithm. The generalization error of the algorithm depends on the strength
of each decision tree in the random forest and the correlation between the decision trees.
Dividing the features of each node by random selection can produce a lower error rate and
be more robust than noise [32].

Random forest can do regression analysis on nonlinear variables. In the decision-
making process, the bagging algorithm guides the aggregation, effectively reducing the
over-fitting problem. The model obtained after training can classify and regression the
random forest. If some trees use a particular variable during training and others do not, the
importance of the variable can be obtained by comparing information values. Since bagging
and selection processes do not need to satisfy linear constraints, these ideas also apply to
nonlinear regression. Due to its universality, the algorithm has been widely used in biology,
finance, transportation, remote sensing, computer recognition, and other fields [33,34].

Random forests have the following advantages. The current algorithm has higher
accuracy. It can run efficiently on large data sets and process high-dimensional feature data
without dimensionality reduction. In the random forest model, two critical parameters
need to be adjusted: the number of decision trees (11_estimators), and the maximum number
of features per tree (max_features).
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3.1.5. KNN

KNN is a mature machine learning algorithm of nonparametric statistical methods,
which has a wide range of applications in classification and regression problems. Based
on the VSM model, KNN realizes the classification of samples by calculating the distance
between unknown samples and all known samples according to voting rules [35].

When choosing the similarity of two instances, the Euclidean distance is generally

used, that is:
1

P b
) =) )

n

Lp(xi/xj) = (Z

I=1

where p is a variable parameter,x; € R", Xj € R", where Ly is defined as:

Loo(xj, xj) = mlax‘xl([) - x](,l)‘ 4)

The KNN method is user-friendly, efficient, low in complexity, and effective with
large data sets. Due to the advantages mentioned earlier, the KNN approach has achieved
successful classification results in multiple fields, including text classification, visual recog-
nition, and medical diagnosis [36—41].

3.1.6. Logistic Regression

Logistic regression is a generalized linear regression analysis model that belongs to
supervised learning in machine learning. Its derivation and calculation are similar to the
regression process but it is mainly used to solve the classification problem. The model is
trained by the given N sets of data (training set), and the given one or more sets of data
(test set) are classified after the training [13].

3.2. Deep Learning
DNN

Deep neural network (DNN) is a biological heuristic computing and learning model.
The network takes weighted inputs from neurons or the environment, passing through
processing units at each level to produce discrete or continuous outputs. The development
of DNN can be traced back to the proposal of perceptron, but the single-layer perceptron has
defects and cannot deal with XOR problems [42,43]. DNN solves the defect of perceptron
with its multi-hidden layer structure, and the proposed gradient descent algorithm makes
the parameter training of the DNN network feasible [44]. For a single neuron, the output
of all neurons in the upper layer is the input of this neuron. A weighted summation of
multiple inputs can obtain the neuron’s output [45]. Finally, the output of all neurons in
this layer is transferred to the next layer after mapping the nonlinear mapping function,
which is the activation function [46].

DNN networks are mainly used to deal with classification problems, such as the risk
level prediction, in this study. This network is suitable for processing lattice data. That is,
each sample is from independent observation, and there is no spatial correlation [47,48].

3.3. Research Flow
3.3.1. Machine Learning

The Figure 4 below shows a flow chart for predicting risks based on machine learning
methods. The specific process is as follows:
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Figure 4. Flowchart of Outbound Investment Risk Prediction.

Step one. Data preprocessing. The ICRG data from 2002 to 2018 were matched with
the OFDI stock data from 2003 to 2019 so that the ICRG data of the previous year could be
used to predict the OFDI stock situation of the following year. The matched ICRG data in
2018 and the OFDI stock data in 2019 were taken as the test data, and the other matched
data were training data. There were 2063 training data and 136 test data. Twenty-five ICRG
variables were selected as the input data of the prediction model. The output was the stock
of outward direct investment.

Due to the significant difference in output data, the normalization process was complex.
Therefore, before training, the output data with a value of less than 782 were set to the
minimum value of 0, the output data with a value greater than 113500 were set to the
maximum value of 1, and the remaining data were normalized to 0-1. Input data were
normalized directly in the 0-1 range.

The output data normalized from 0 to 1 were divided into five risk levels, with
1 representing the highest risk and 5 representing the lowest risk.

Step two. Training a predictive model to ensure the best results for each model
classification. The most critical parameters of SVM are C and gamma. The most critical
parameters of XGB are max_depth and min_child_weight. The most critical parameters of
LightGBM are num_leaves, min_data_in_leaf, and max_depth. The most critical parameters of
random forest are n_estimators and max_depth. The most critical parameters of KNN are
n_neighbors, leaf_size, and p.

Here, the GridSearchCV method was used to obtain the optimal model hyperparame-
ters of each machine learning model. The Figure 5 below shows the optimal parameters of
each machine learning model were selected through 10-fold cross-validation.

Step three. Prediction with the trained model. Feeding the 2018 ICRG data into the
model predicts the stock of OFDI. The model effect was evaluated according to the accuracy,
F1, precision, and recall of the predicted foreign direct investment stock and actual data.
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Figure 5. The results of Ten-Folder Cross Validation from panel (a) to panel (e): Accuracy, Precidsion,
Recall, F1, MAPE.

3.3.2. Deep Learning

The model effect was evaluated according to the Accuracy, F1, Precision, and Recall of
the predicted foreign direct investment stock and actual data.

Based on the processing of the machine learning data, after the input data of the
DNN model were one-hot encoded, the risk level of the output result was determined by
calculating the probability of data belonging to a particular class. The training set of DNN
was 2002-2017 ICRG data and 2003-2018 OFDI data, and the test set was 2018 ICRG data
and 2019 OFDI data. The DNN in this paper was built on the pytorch platform and divided
into two layers, three layers, and four layers according to the number of network layers for
comparative experiments.

The hyperparameters of DNN mainly include the number of neurons and activation
functions in the different network layers. For networks with different layers, the input layer
and hidden layer of the network used the ReLU activation function, and the output layer
used the Softmax activation function. Using the ReLU activation function can improve
the computational efficiency while avoiding the gradient explosion phenomenon as far as
possible. The Softmax activation function was used with one-hot encoding to convert the
prediction results of the model into probability representations, which facilitated the loss
calculation in subsequent model training and improved the model’s prediction accuracy.
The number of neurons and network parameters in different layers of the model are shown
in Table 1 below:

Table 1. Network Parameters of Models with Different Layers.

Layers

Number of
Neurons

Output Category Batch Size Learning Rate Optimizer

(256, 128) 5 64 0.01 Adam

(256, 128, 64) 5 64 0.01 Adam
(256, 128, 64, 64) 5 64 0.01 Adam
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After the output layer of the model passes through the activation function of Soft-
max, the output of the model was the probability of multiple attributions, which had the
following form:

y= (y1/y2/~-~/yc) (5)
C
Y yi=1 (6)
i=1

That is, the sum of the above probabilities is 1. The loss function suitable for this kind
of probability calculation is the multi-class cross-entropy loss function, and the calculation
formula of this function is as follows:

C
Ly = =) tilog(y;) 7)
i=1

Therefore, the model needs to reduce the size of the above loss function as much as
possible through the gradient descent algorithm during parameter training. The DNN
model in this experiment used an Adam optimizer during training, which is an effective
stochastic optimization method. This method combines the advantages of two optimization
algorithms, AdaGrad and RMSProp, which require only one-order gradients, are computa-
tionally efficient, and require only a tiny amount of memory [49]. The batch size during
training was set to 64, and the number of epochs was 600. The initial learning rate was
set to 0.001. This decays with the number of iterations and the effect (if the accuracy does
not improve after 50 iterations, the learning rate decays to 60% of the previous, and the
minimum decay is 0.0001).

3.4. Evaluation Indicators

In order to compare the prediction effect of each model, in this study, we used the
four indicators of accuracy, precision, recall, F1, and MAPE (mean absolute percentage
error) value between the predicted value and the test value for the evaluation. These five
indicators could evaluate the effect of the predictive model from multiple perspectives.
They were calculated as follows:

Accuracy = TP+ TN 8)
TP+TN+FP+FN
. TP
precision = TP L EP 9)
TP
recall = TPLEN (10)
pq  Precision x recall x 2 1)

precision + recall

100% ("
APE = —Z2
M L

i=1

Yi

In the above formula, TP represents the True Positive class if an instance is a positive
class and is predicted to be a positive class. FN represents a False Negative class if an
instance is a positive class but is predicted to be a negative class. FP represents a False
Positive class if an instance is a negative class but is predicted to be a positive class. TN
represents the True Negative class if an instance is a negative class and is predicted to be a
negative class.

i —yi
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4. Results and Discussion
4.1. Accuracy

Although the above models can predict investment risk for the next year during
training, their effectiveness is unknown. Therefore, to test the prediction accuracy, this
study compared the Accuracy, F1-score, Precision, and Recall predicted by each model. The
results are shown in Table 2 below:

Table 2. Evaluation Results of Each Prediction Model.

Indicator SVM XGB LightGBM RF KNN Logistic DNN
Accuracy 0.75 0.70 0.71 0.77 0.86 0.42 0.71
F1 0.75 0.71 0.71 0.78 0.86 0.42 0.71
Precision 0.78 0.72 0.73 0.80 0.86 0.44 0.73
Recall 0.75 0.70 0.71 0.77 0.86 0.42 0.71

MAPE 9.1% 20.3% 18.9% 19.1% 4.5% 38.5% 13.7%

As observed in the preceding graph, the KNN prediction model is the model with the
best performance among multiple machine learning prediction models, whereas the XGB
prediction model is the model with the worst performance.

In order to determine whether the prediction effect of machine learning is superior to
that of deep learning, we created a deep neural network prediction model with multiple
layers based on the data processing described above and compared its prediction results to
those of various machine learning models.

The prediction model based on a four-layer deep neural network achieved the highest
value for each index. The prediction model based on a three-layer deep neural network
scored the lowest value across all indicators. In other words, the four-layer deep neu-
ral network prediction model had the best performance of these deep neural network
prediction models, and the three-layer deep neural network prediction model had the
worst performance.

Compared to machine learning predictive models, deep learning predictive models
are less predictive than machine learning predictive models. The optimal model in deep
learning, the four-layer deep neural network prediction model, had a little greater pre-
diction impact than the worst prediction model in machine learning, the XGB prediction
model, and the LightGBM prediction model had equivalent prediction ability. Both the
two-layer and three-layer deep neural network prediction models were less accurate than
all other machine learning prediction models.

In this study, the poor performance of the prediction ability of the deep learning
prediction model was attributed to the fact that the deep neural network is very dependent
on data and requires a big quantity of data to achieve the prediction model through
learning. However, the amount of data used in the study was relatively small for deep
neural networks, and so deep learning networks cannot effectively exhibit their learning
capabilities. Consequently, the predictive effect was not optimal. Moreover, deep learning
requires increased computational power. Under identical equipment settings, the deep
learning prediction model had a longer calculation time and a higher processing cost than
the machine learning prediction model.

4.2. Local Prediction Effect

To test the ability of different models to predict high-risk and low-risk, this study
considered the high-risk part and the low-risk part separately, and analyzed the predictive
ability of each prediction model, namely the four indicators of Accuracy, F1, precision,
and recall.

It can be seen from the figure that when the SVM prediction model and the KNN
prediction model faced high risks, all the prediction indicators had achieved optimal
values. However, the prediction indicators of the XGB prediction model and the LightGBM
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prediction model were not ideal. This shows that both the SVM and KNN models had good
prediction effects in predicting high risk. The specific results are shown in Table 3 below:

Table 3. High Risk Predictive Model Evaluation Results.

Indicator SVM XGB LightGBM RF KNN
Accuracy 0.88 0.5 0.5 0.62 0.88
F1 0.93 0.67 0.67 0.77 0.93
Precision 1 1 1 1 1
Recall 0.88 0.5 0.5 0.62 0.88

It can be seen from the figure that when the KNN prediction model faced low risk, all
the prediction indicators achieved optimal values. However, the prediction indicators of
the SVM prediction model were not ideal. This shows that the KNN prediction model had
a good effect on predicting low risk. Overall, the models performed better at predicting
low risk. The results are shown in Table 4 below:

Table 4. Low Risk Predictive Model Evaluation Results.

Indicator SVM XGB LightGBM RF KNN
Accuracy 0.74 0.77 0.79 0.82 091
F1 0.85 0.87 0.88 0.9 0.95
Precision 1 1 1 1 1
Recall 0.74 0.77 0.79 0.82 0.91

4.3. Discussion

In the aforementioned experiments, the prediction effect of the deep learning DNN
risk prediction model was typically inferior to that of the majority of machine learning
prediction models. This may be due to the fact that the DNN model is a sort of deep
learning model, and training deep learning models requires a large amount of data [50-52].

The amount of data employed in this study may have been insufficient for deep
learning, hence limiting deep learning’s capacity for model fitting. In the future, we will be
able to use additional data to construct a risk prediction model based on DNN and other
deep learning techniques in order to improve its predictive abilities.

Although the risk prediction model based on KNN has the best prediction effect
among several models, this model also has certain limitations. For example, in terms of
data, there is an imbalance in the samples, which may affect the prediction effect of the
KNN model. Therefore, follow-up work may aim to optimize the KNN model to improve
its predictive ability further.

This study uses ICRG data from each year to predict the probability of OFDI for the
following year, with a one-year forecast horizon. In practice, foreign investment is long-
term, and these projects frequently take several years. Taking simply one year’s forecasted
results into account cannot cover all investing conditions. As a result, the follow-up work
may examine the use of previous ICRG data to estimate the risk of foreign direct investment
in the next few years in order to remind relevant businesses to implement risk aversion
measures quickly and attempt to limit the risk.

In addition, if adequate data are available, this study’s prediction model can be applied
to other specific industries of foreign investment, such as overseas oil investment, port
investment, and construction. This research aims to provide more precise risk assessment
results for associated firms’ overseas investments, thereby assisting Chinese enterprises
in “going global” from every viewpoint. It is necessary to develop and support global
cooperative development with all nations.
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5. Conclusions

As China continues to expand its scale of foreign investment, it also faces many risks
related to the significant amount of foreign investment involving a wide range of countries
and many types of projects. It is therefore necessary to predict investment risks effectively.

A widely used indicator which can comprehensively describe the investment risk
of each country in ICRG was obtained by weighting other indicators subjectively. It was
proven that this indictor could not predict the investment risk of China well.

More importantly, ICRG data are commonly used to rate the investment risk in the
previous year and do not have the ability to predict the investment risk in the future, which
stakeholders are eager to know.

In this paper, a new indictor named OFDI was adopted to better capture the Chinese
investment risk and to make our prediction more objective. As the new indicator had no
direct link to the other indictors of ICRG, some new techniques (e.g., machine learning
algorithms and deep learning methods) were adopted to obtain the prediction ability by
training the ICRG data of the previous year and OFDI data of the next year together.

All models were well trained based on 10-fold cross validation, and different experi-
ment schemes were designed to test the model robustness and prediction accuracy in terms
of multiple aspects.

Finally, we built a relative reliable link between the OFDI indicator in the next year and
the left ICRG indicators in the last year with both the best precision score of 86% and recall
score of 86% (KNN method). Additionally, the KNN method had a better performance
than the other algorithms even for high-level risk, being more concerning for stakeholders.

The selected model cannot only be used to predict an objective and reasonable invest-
ment risk level, but can also be used to provide investment risk predictions and suggestions
for stakeholders.
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