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Abstract: This paper aims at presenting and describing a dimensioning methodology for energy
storage systems (ESS), in particular for one based on flywheels, applied for the specific application of
reducing power oscillation in a wave energy conversion (WEC) plant. The dimensioning methodology
takes into account the efficiency maps of the storage technology as well as the effect of the filtering
control techniques. The methodology is applied to the case study of a WEC plant in operation in
Spain, using real power generation profiles delivered into the electric grid. The paper firstly describes
the calculation procedure of the efficiency maps for the particular technology of flywheels, although
it could be extended to other storage technologies. Then, the influence of using future data values
in the dimensioning process and the control of the ESS operation is analysed in depth. A moving
average filter (MAF) is defined to compensate for power oscillations, studying the difference between
considering prediction and not doing so. It is concluded that a filtering control using future values
based on a number of samples equivalent to a 4-min time order provides an important reduction in
the energy storage requirements for a power generation plant. Finally, and based on the selection of
storage modules previously defined, the efficiency maps, and the MAF used for delivering the power
into the grid, an optimal operation strategy is suggested for the storage modules, based on a stepped
switching technique. The selection of four flywheel energy storage system (FESS) modules achieves a
reduction of 50% in power oscillations, covering 85% of the frequency excursions at the grid.

Keywords: energy storage; dimensioning; flywheel; efficiency; renewable energies; wave energy

1. Introduction

European electricity systems are evolving towards high penetration and integration of variable
(non-dispatchable) renewable generation (VRG) methods. In order to increase this VRG without
compromising the security and reliability of the electric power systems, it is required to enhance the
flexibility of the electric networks. The required flexibility, in the short and long term, can be provided
by energy storage systems (ESS), among others [1].

One of the most promising emergent sustainable power generation methods is ocean wave energy,
with a great number of developers involved in the design of different types of wave energy converters
(WEC) [2]. The exploitation of this energy source introduces power oscillations when injecting power
into the grid, due to the oscillatory nature of the ocean waves [3].
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The power oscillations injected into the grid have a direct and negative impact on the reliability
of the power system, causing, from a global perspective, frequency oscillations [4]. In addition,
local analyses have shown that power oscillations could cause voltage oscillations [5]. Among the
different options for providing short-term flexibility to the grid and reducing the power oscillations in
WEC farms [6], electric energy storage systems (EESS) are one of the best possibilities [7,8].

Electrical energy storage technologies are becoming of critical importance in many applications:
most of them considered stationary, such as lifts, power generation plants for smoothing power
oscillations, and hospitals, while some of them are non-stationary (on board), which include transport
applications (electric vehicles, ships and tramways) [9]. There are many ways to classify energy
storage devices; the most relevant are based on their nature or on their cycle duration. Based on
their cycle duration, the following categories can be determined: short-term storage, which includes
electric double layer capacitors (EDLCs), also named supercapacitors, flywheels, and Superconducting
Magnetic Energy Storage (SMES) medium-term storage, which includes most battery technologies,
and long term storage which includes compressed air (CAES) and hydro pumped energy storage
(HPES) [9,10]. The technology selected for this paper, a flywheel energy storage system (FESS), is an
electrical energy storage system (EESS) grouped within the kinetic energy storage systems (KESSs).

The main attributes of ESSs are capacity (energy that can be stored), specific energy (capacity per
unit of mass), charging/discharging power, and useful life (number of charge/discharge cycles without
significant degradation) [11]. In FESSs, the ratio between the power and the energy stored is high
and is characterised by a short charge/discharge cycle. This is related to the secondary attributes of
ESSs, which are not considered in a first-dimension process; energy efficiency is considered one of
them. However, in some applications, efficiency can play a predominant role, such as non-stationary
applications (smartphones, electric vehicles, aeronautical satellites, etc.), or technologies with a high
energy cost (supercapacitors, flywheels, and some types of batteries). The efficiency must be considered
part of the usable energy of the device, since the higher the efficiency, the higher the available energy.
Based on that, a smaller amount of usable stored energy is needed to fulfil the requirements in a high
efficiency ESS and, indirectly, the size and cost of the selected ESS are reduced.

The majority of ESSs are complex non-linear systems whose efficiency cannot be stated with a
number (average efficiency of 90%, for instance) [11–15], since there are several aspects which have to
be taken into account: the application (the working cycle), the efficiency of each module and system of
the ESS plant (the product of the efficiency of each ESS module), the operating point of the device,
and the instantaneous profile of the power supplied by the ESS plant, among others. Based on this,
considering the ESS efficiency as a single constant value should be avoided. Instead, a complex
evaluation of the efficiency based on a number of parameters (power required, consumed or generated,
by system and state of charge (SoC)) is required to properly characterise the ESS system and improve
the dimensioning process of the ESS plants. Moreover, that efficiency value must be linked to a
specified application and a particular working cycle [16,17].

This work describes a methodology for obtaining smart global efficiency maps for a selected
electrical ESS technology (FESS), including the description of a modular reduced-cost flywheel device.
Furthermore, the main losses of the device are described. Finally, the obtained efficiency map is
applied to a real case study—a wave energy conversion power plant (WEC power plant)—to determine
the size of the ESS needed to reduce the power oscillations injected into the grid. Indirectly, this
power smoothing reduces the number of events where the frequency oscillations are out of bounds [4]
(±150 mHz according to the Spanish grid code [18]). The ESS is dimensioned assuming different
smoothing control algorithms, based on moving average filters (MAF) with and without ideal predicted
samples. In this document, the results for different smoothing control algorithm conditions, with
and without predicted samples, and with different numbers of samples for the MAF, are analysed.
Other uses of MAF algorithms in control strategies related to ESS management can be found in the
literature. For example, in [19], a similar approach, where the ESS is used to smooth power generated
by a wave farm, was presented, but in this case the ESS was integrated into the power uptake of the
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WECs of the wave farm, being necessary for the design of the ESS and its control in the wave farm
design process; in [20], the MAF algorithm was used to manage an ESS in a micro-grid in a sampling
time of a few hours, solving a different problem, that of load matching.

Several approaches are also considered in order to improve electric grid sustainability, especially in
short-term scenarios, in which the high penetration of renewable power sources (solar, wind, and wave
energy resources, among others) will be carried out. The objective of the paper is to describe
the dimensioning process of the ESS for a renewable energy plant, which improves grid stability,
reduces power oscillations, and optimises the amount of energy needed for the energy storage
system [21]. In addition, this paper evaluates the use of predicted values in the MAF control to reduce
the amount of usable capacity of the ESS.

The paper is organised as follows: Section 2 introduces the WEC power plant considered as a case
study, from which the power generation data is obtained. In Section 3, the FESS module used in the
study is presented and its main components are detailed. Section 4 addresses the loss model of an
FESS, presenting the methodology for obtaining its complete efficiency map. Following this, Section 5
describes the simulation model considered during the analysis, including the control algorithms used
for power smoothing. They are based on moving average windows assuming a short-term prediction
algorithm. Moreover, the methodology is applied to the case study of the WEC power plant and
the results are presented in Section 6. Finally, some conclusions and recommendations are given in
Section 7.

2. Wave Energy Conversion (WEC) Power Plant

The case study considered in this paper is based on a wave energy generation plant located in
Mutriku (Spain). Built in the breakwater at the harbour in Mutriku, the plant has been supplying
electricity to the grid since 2011. This plant comprises 16 modules of oscillating water column converters
(OWC-WECs) of 296 kW rated power, with an overload capacity of 125% [22]. The operating principle
of an OWC is based on the effect of the air pressure in a chamber, produced when the wave arrives.
The compressed air inside it emerges through an orifice at the top and drives a turbine connected to
an alternator that produces electricity. When the wave retreats, a depression in the air chamber is
created. An air flow is produced through the turbine in the opposite direction, but spins the turbine
and generator in the same direction due to the particular design of the turbine. The scheme of the
plant and its main parts are depicted in Figure 1a. Moreover, the functionality of an OWC is displayed
in Figure 1b. The power plant allows for power regulation in each turbine and the possibility to install
an energy storage plant to adjust the power injected into the grid.
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3. FESS Technology Description

Among the various available energy storage technologies, the most convenient for this application
are supercapacitors or flywheels. Both are more appropriate for power applications than for energy
ones. The particular case of flywheels presents an additional advantage which is the decoupling
of power and energy. These parameters are related to the rotating mass and the electrical machine,
respectively. In fact, the power and energy levels of some particular flywheels accurately cover the
power and energy requirements of power smoothing. In this paper, a high-performance FESS module
(basic unit of storage), taking into account cost, usable life and recyclability, is considered to fit the total
power and energy requirements, being competitive with other technologies (such as supercapacitors
or SMES), and achieving high efficiency. The characteristics of the system are the following:

• Connecting the FESS to a generic electrical system is performed through a 950V DC link. The scheme
of the connection and the main FESS parts is shown in Figure 2a.

• The power and energy rating characteristics of the FESS are 125 kW and 0.5 kWh, respectively.
The maximum power is related to SoC, i.e., the power at each point depends on the speed of the
system as illustrated in Figure 2b.

• In an FESS, the common practice is to set the usable stored energy as 50% of the maximum energy,
which fixes the minimum speed value, according to Equation (2). This is related to the efficiency
of the energy transformation at low angular speeds [23].

SoCKESS[%] =
E

Emax
·100 =

0.5·J·ω2

0.5·J·ωmax2 ·100 =
ω2

ωmax2 ·100 (1)

ωmin =
ωmax
√

2
⇒ SoCKESS,min = 50% (2)

where

SoCKESS [%]: FESS state of charge for each speed;
E [J]: energy stored in the FESS module;
Emax [J]: maximum energy stored in the FESS module;
ω [rad/s]: speed of the flywheel;
ωmax [rad/s]: maximum speed of the flywheel;
ωmin [rad/s]: minimum speed of the flywheel; and

J
[
kg·m2

]
: total inertia of the system (flywheel and switched reluctance machine rotor).

• A metallic rotor, instead of carbon fibre, is used in order to reduce the cost while maintaining the
performance level required.

• Conventional hybrid angular contact ball bearings are used as a guidance system, with an additional
magnetic levitation system. A 3D scheme of the FESS system with all these considerations is
illustrated in Figure 3a. Moreover, a picture of the flywheel prototype is depicted in Figure 3c.

• The flywheel and the rotor of the switched reluctance machine (SRM) are placed in a chamber
with low air pressure to reduce windage losses [24–27], as shown in Figure 3a.

• The electrical machine topology is a 6/4 SRM used in a magnetic saturated state to maximise its
performance. The reasons for using this technology are its robustness, simplicity, low free-wheeling
losses, and reliability [28–33]. A representation is depicted in Figure 3b. The coils’ manufacture uses
Litz wire due to its improvement of the performance of AC currents compared with conventional
materials (copper bars). Likewise, other types of materials for the coils and electrical steel could
be used using the same methodology.
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4. Loss Model and Efficiency Map

One of the main considerations in developing a useful model of a system, with the additional
possibility to decide on its most appropriate operation point, is to have complete information about its
efficiency in the whole range of operation. In order to answer this question, an efficiency map (similar to
the maps developed for other types of engines or machines [34–36]) of the specific technology of the FESS
was obtained as a function of the operating torque and speed. The efficiency of this system is related to
the device losses and the theoretical mechanical power stored in the rotating mass (see Equation (4)).
In this paper, the main losses of the FESS taken into account include electromagnetic losses on the
electrical machine [37,38], mechanical losses on friction elements and around the rotating mass, power
electronics losses, and the consumption of the vacuum pump to maintain the low air pressure inside
the chamber. Each of these losses is briefly described in the following points. The detailed process to
calculate the power losses was previously addressed in [16] for FESSs and supercapacitors.

4.1. Electrical Machine Losses: Copper and Iron Losses

The complete dynamic, including the main parts of the system (electrical machine [37],
power electronics, and spinning mass), was simulated in the software Matlab-Simulink [39] using the
SimScape Power Systems toolbox. The model evaluates the current on the coils of each phase and,
from it, the skin and proximity effects as well as the Joule losses [40,41]. The copper losses in the entire
operation range of the FESS were calculated by analysing the current time series by means of a FFT
(Fast Fourier Transform) function.

Regarding iron losses in an SRM, there are different methods [40,42]. In this paper, analytical
methods based on electromagnetic simulations with advanced loss surface (LS) models were used.
The FESS uses a hysteresis-band current control which can be implemented in this LS model to calculate
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the switching frequency. This frequency is variable according to the speed and power level supplied by
the FESS. Based on the harmonic components of the current profile on each phase, an analysis which
takes into account the change in magnetic induction with respect to time (dB/dt) can be performed.
The results for electrical losses (copper and iron losses) are depicted in Figure 4a.
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4.2. Mechanical Losses: Bearings and Windage Losses

Bearings and windage losses are quite relevant because they are not present in other alternative
and non-dynamic storage technologies such as supercapacitors. The methodology to calculate
friction torque on the bearings is based on the process developed by the company SKF (Gothenburg,
Sweden) [43]. The input data for the process are the dynamic load on the bearings, calculated from
the equivalent dynamic force over them, and bearing characteristics, selected taking into account the
maximum speed, the load ratio, and the operating conditions.

The first step is to fix the air pressure range inside the chamber. In this case, this range
was established in a range from 1 to 25 mbar to reduce aerodynamical losses. A vacuum pump,
which satisfies the technical characteristics [44], is selected and quantified in terms of consumption.
Regarding the calculation process for aerodynamic losses, several sub-models using Computational
Fluid Dynamics (CFD) software (ANSYS-Fluent Canonsburg, Pennsylvania, United States of America)
allow the evaluation of the aerodynamic losses of the FESS [16,26,27]. These results are calculated as a
function of the pressure operation range and speed, obtaining the windage loss map.

Finally, both terms, windage losses and vacuum pump consumption, are taken into account to
obtain an optimum operating pressure value of 5 mbar. The total mechanical losses, including the
friction losses on bearings, the windage losses and the vacuum pump consumption, are depicted in
Figure 4b.

4.3. Power Converter Losses

A electromagnetic model which includes the SRM and the associated power converter was
simulated on Matlab-Simulink [39,40,45] to achieve two main goals: firstly, calculating the inductance
values, and setting the proper semiconductor module and its associated cooling system; and secondly,
calculating conducting time over the IGBTs and diodes and the switching frequency in order to obtain
the value of the losses on the power converter [46]. Regarding the converter topology used for the
SRM, a three half-bridge IGBT converter was considered [46] in order to maintain full controllability of
each phase. The power electronics losses, which include cooling turbine consumption, were evaluated
as a function of the speed (affecting the switching frequency, and hence, the commutation losses) and
torque (affecting the current, and hence, the conduction losses) of the electric machine of the flywheel.
The results of this power loss study are depicted in Figure 4c.
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4.4. FESS Loss and Efficiency Map

The last step on the efficiency maps calculation is to apply the superposition principle to obtain
the FESS losses; see Equation (3). The efficiency of the system can be calculated with Equation (4).

PFESS =
∑

Pi = PPower Converter + Piron + Pcopper + Pvacuum pump + Pwindage + Pbearings (3)

ηFESS =
Pmec

Pmec + PFESS
=

T·ω
T·ω+ PFESS

(4)

where

PFESS [W]: FESS total losses as a function of the speed and torque operation;
PPower Converter [W]: FESS power converter losses;
Piron [W]: iron losses in the SRM of the FESS;
Pcopper [W]: copper losses in the coils of the SRM;
Pvacuum pump [W]: vacuum pump consumption of the pressure system;
Pwindage [W]: aerodynamical losses in the rotating parts of the FESS;

Pbearings [W]: bearing friction losses as a function of the speed and torque operation;

Pmec [W]: mechanical power in the flywheel;
ηFESS: FESS efficiency as a function of the speed and torque; and
T [Nm]: mechanical torque in the flywheel.

Figure 5a illustrates the total losses of the device as a function of the SoC, which is related to
the speed in a flywheel, and the torque, which is related to the load. Similarly, Figure 5b displays
the FESS efficiency map as a function of SoC and torque. As expected, the losses’ dependence on
torque is stronger than on SoC. In addition, the maximum efficiency is achieved at rated power,
which corresponds with high torque.
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Figure 5. FESS maps with respect to the SoC and the mechanical torque on the electrical machine: (a)
FESS loss map; (b) FESS efficiency map.

5. Case Study: Simulation Model, Control Algorithm and Flowchart of the Dimensioning Process

The case study presented in the paper analyses a power generation profile from the Mutriku
wave energy generation plant, based on oscillating water column converters (OWC-WECs) technology,
provided by Biscay Marine Energy Platform (BiMEP, Armintza, Bizkaia, Spain) [47]. The study was
undertaken for two representative days from the last year. For the sake of an example, the 2 h grid
power profile is displayed in Figure 6.
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Figure 6. Power generation profile of the WEC plant.

5.1. Simulation Model

The simulation model was implemented in Matlab-Simulink [39] without any additional toolboxes
or libraries apart from the basic ones. The model had the following parts: a WEC plant incorporating
the power generation profile; an ESS plant involving the FESS and the efficiency maps of each module,
represented by lookup tables and basic Simulink blocks; and a power smoothing control algorithm
which collected the MAF of the power oscillations to smooth the power injected into the grid [17]
(see Figure 7), implemented by blocks of the basic Simulink library. In addition, the model took into
account the following parameters: the number of FESS modules needed to achieve the power and
energy requirements, the FESS efficiency map, the FESS characteristics of the device (inertia, maximum
and minimum speed, maximum current, etc.), the initial SoC of the FESS and its change over time,
and the WEC farm power profile and power smoothing control algorithm parameters (see Section 5.2).
The control strategy proposed for the ESS plant, with several FESS units available, was “stepped
switching”, described as follows. Considering that a number “k” of FESS modules have to reach a
power reference (P∗FESS), the criterion is to switch on the minimum number of modules, operating
them at the maximum power rate. An additional module is only activated when the power needs to be
increased and the power limit of the already operating modules has been reached. This strategy has
demonstrated to improve the efficiency of the global system since it maintains an optimal operation
mode for a maximum time in each energy storage device.
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5.2. ESS Plant Control

The ESS installed in the WEC plant for power smoothing is connected at the named point of
common coupling (PCC). The PCC is a point on the electric grid located close to a particular load or
power supply [48].

The power generated by the WEC plant is filtered by the ESS. As a consequence, average
power is delivered into the grid (PGrid) and the rest of the power oscillations are compensated for
by the ESS (PFESS) [7], as presented in Figure 7. The ESS required to accomplish that functionality
is defined by its power and energy values, which are calculated taking into account historical data
from typical/representative power generation profiles. This analysis was carried out by means of a
statistical study with different power smoothing control parameters and conditions, as explained in
Section 6. Once these parameters have been defined, the power supplied to the grid and the storage
power profile can be determined. It has to be noted that the ESS described could be installed in any
WEC plant to solve the power oscillations problem since the system uses only the power at the PCC as
an input parameter.

The WEC power profile for one day was divided into steps of 15 min for which the power needed
by the ESS was calculated. The ESS power (PFESS) considered in this step time was the maximum power
required, taking into account both energy delivering and energy storing cases, and the energy storage
of the ESS (EFESS) was the peak-to-peak value during the energy storing time profile. This denotes the
maximum value of energy storage required considering the power profile (charge and discharge cycle);
see Equation (5). Moreover, an example of this calculation is displayed in Figure 8.

EFESS =

[∫
PFESS·dt

]
max
−

[∫
PFESS·dt

]
min

(5)

where

PFESS [W]: power value needed to cover the reference value supplied by the control system.
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Power smoothing reduces the power oscillations at the PCC, avoiding a certain number of events
in the electric grid due to frequency oscillations. The power oscillation level of the power injected
into the grid is quantified by means of the standard deviation value (σPgrid) [4]. The larger the power
oscillations, the higher the standard deviation of the power injected. Two different control algorithms
to determine the power injected into the grid have been proposed:

1. Moving average filter (MAF).
2. Moving average filter (MAF) considering future (predicted) values.

A moving average filter, also named running average, is based on a calculation to analyse data
points by creating a series of averages corresponding with time. In this case, a simple moving average
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(SMA) was used to calculate the reference smoothed power profile. The SMA is an unweighted mean of
the previous “n” data points [49]. The equation to calculate the filters in both cases is the same (see (6)).
The main difference is that in the second case the future values of generated power are considered
inside the window length of the filter. Both filters can be implemented in the control of the ESS in an
iterative way as described in Equation (6):

P∗smooth(t) =
WS
∆t∑

k=1

1
(WS

∆t )
·PWEC(t− (k− 1)·∆t)

� P∗smooth(t− ∆t) + 1
(WS

∆t )
(PWEC(t) − PWEC(t− ∆t))

(6)

where

P∗smooth [W]: reference value for the smoothed power after MAF application. Considering an ideal ESS,
this value represents the power injected into the grid.
WS: window length—this parameter represents the number of samples used for the MAF.
PWEC [W]: power generated by the WEC plant.
∆t [s]: time step used for each value of the time series. In this case, the power series considered is the
WEC-generated power.

5.3. Dimensioning Process Flowchart

The main stages of the ESS dimensioning process for this particular case were defined as follows
and are compiled in a flowchart in Figure 9:

1. The power generation time profile of the WEC plant (PWEC) was used as input for a model which
defined the energy storage requirements to achieve a certain requirement of power smoothing in
the grid. Efficiency maps of the energy storage technology as well as the control filter based on
the MAF were included in this model.

2. Using a time profile based on ESS power, the energy and power rating values were calculated for
the system (PFESSrated and EFESSrated ).

3. Once the analysis had been done for different control filters, the optimisation process for the MAF
parameter was carried out. The first step was to set the value of the window length (number of
MAF samples, nMAF). The constraints on this selection are:

a. Minimum number of samples.
b. Maximum reduction of the power oscillation.

4. Due to the independence between the two filter parameters (nMAF and nP), the number of future
samples was selected with the objective of minimising the ESS energy required (EESS).

5. Setting the minimum number of FESS modules (nESS) needed to cover a certain number of cases
(85% of cases).
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The flowchart represented in the above figure was implemented in a Matlab script, following a
step-by-step structure. Moreover, parametric analysis was performed using the Parallel toolbox in
Matlab to reduce computation time.

6. Application of the ESS Dimensioning and Control Algorithms to the Case Study

The dimensioning of an ESS plant involves the characterisation of the different variables in the
study. In this case, the parameters were the number of samples of the MAF, the number of future
samples or window length of the filter considered in the MAF, and the standard deviation of the power
injected into the grid. The first step was to calculate the correlation between these variables, since this
allows the setting of the parameters of the filter, with the number of samples of the MAF (nMAF) and
the number of predicted samples (nP) being independent from each other. The results of this first step
are presented in Figure 10.
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Figure 10. Correlation between the standard deviation of the power injected into the grid and the
window length of the moving average filter (MAF) as a function of the number of predicted samples
used in the MAF; correlation between the standard deviation of the power injected into the grid and
the number of predicted samples used in the MAF as a function of the number of samples considered
in the MAF.

From the results in Figure 10, it can be concluded that:

1. The correlation value (nMAF vs. σPGrid) is close to 1. This means that the value of the standard
deviation of the injected power is related to window length. As the correlation value is negative
for the entire range of predicted samples, the greater the filter window length, the smaller the
standard deviation, and the lower the oscillations in the power injected into the grid.

2. The correlation between the number of predicted samples and the standard deviation (nP vs.
σPGrid ) is very low, almost negligible, for the whole window length range considered in the study.
Therefore, the number of samples predicted could be selected independently of the standard
deviation for any window length considered.

Once the control filter was selected according to MAF window length and the number of future
samples, the results for different filters (different window lengths and number of samples predicted)
were analysed.

Figure 11a shows a box graph in which the change in the standard deviation of the power delivered
into the grid as a function of the filter window length used is displayed. Beside it, Figure 11b shows
the change in standard deviation in two cases (the average value and a value including 95% of the
cases in each analysis) as a function of the filter window length. From the graphs in Figure 11a,b the
following conclusions can be drawn:
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• The higher the window length or number of MAF samples, the lower the mean value of the
standard deviation of the power injected into the grid.

• Both graphs show the benefits of a higher number of samples, but beyond a window length of 500
samples, the improvement in the reduction of power oscillations is not significant. Therefore, the
optimal value for the MAF window length is defined as 500 samples.

The next step in the analysis was to evaluate the influence of the MAF with future samples on
the results of ESS dimensioning. The influence of the number of samples predicted on the MAF was
evaluated in order to establish whether the MAF filter with predicted values increased or reduced the
amount of energy required by the ESS. Figure 12 shows the cumulative distribution function (CFD) of
the energy required for different cases of nMAF and nP, increasing the number of samples predicted up
to 1000. Focusing on the curve nMAF = 500, it can be observed that as nP increases, the energy stored
required decreases, and therefore, the size of the ESS plant is smaller. The black curve in Figure 12
represents results without future values. As a consequence, a value of nMAF = 500 has been selected.

The conclusion drawn from Figure 12 is that the filter using future values improves the results
compared with the filter without prediction. It demonstrates that the use of a prediction algorithm in the
control of energy storage plants leads to a reduction in the power and energy requirements of the ESS.

Energies 2020, 13, x FOR PEER REVIEW 12 of 18 

 

 Both graphs show the benefits of a higher number of samples, but beyond a window length of 

500 samples, the improvement in the reduction of power oscillations is not significant. Therefore, 

the optimal value for the MAF window length is defined as 500 samples. 

The next step in the analysis was to evaluate the influence of the MAF with future samples on 

the results of ESS dimensioning. The influence of the number of samples predicted on the MAF was 

evaluated in order to establish whether the MAF filter with predicted values increased or reduced 

the amount of energy required by the ESS. Figure 12 shows the cumulative distribution function 

(CFD) of the energy required for different cases of nMAF and nP, increasing the number of samples 

predicted up to 1000. Focusing on the curve 𝑛𝑀𝐴𝐹 = 500, it can be observed that as nP increases, the 

energy stored required decreases, and therefore, the size of the ESS plant is smaller. The black curve 

in Figure 12 represents results without future values. As a consequence, a value of 𝑛𝑀𝐴𝐹 = 500 has 

been selected. 

The conclusion drawn from Figure 12 is that the filter using future values improves the results 

compared with the filter without prediction. It demonstrates that the use of a prediction algorithm in 

the control of energy storage plants leads to a reduction in the power and energy requirements of the 

ESS. 

 
 

(a) (b) 

Figure 11. (a) Box and whisker diagram: standard deviation of the power generated by the WEC plant 

as a function of the number of MAF samples; (b) Standard deviation change in two cases: the average 

value and a value including 95% of the cases in each analysis, both as a function of the number of 

MAF samples. 

 

Figure 11. (a) Box and whisker diagram: standard deviation of the power generated by the WEC plant
as a function of the number of MAF samples; (b) Standard deviation change in two cases: the average
value and a value including 95% of the cases in each analysis, both as a function of the number of
MAF samples.

Energies 2020, 13, x FOR PEER REVIEW 12 of 18 

 

 Both graphs show the benefits of a higher number of samples, but beyond a window length of 

500 samples, the improvement in the reduction of power oscillations is not significant. Therefore, 

the optimal value for the MAF window length is defined as 500 samples. 

The next step in the analysis was to evaluate the influence of the MAF with future samples on 

the results of ESS dimensioning. The influence of the number of samples predicted on the MAF was 

evaluated in order to establish whether the MAF filter with predicted values increased or reduced 

the amount of energy required by the ESS. Figure 12 shows the cumulative distribution function 

(CFD) of the energy required for different cases of nMAF and nP, increasing the number of samples 

predicted up to 1000. Focusing on the curve 𝑛𝑀𝐴𝐹 = 500, it can be observed that as nP increases, the 

energy stored required decreases, and therefore, the size of the ESS plant is smaller. The black curve 

in Figure 12 represents results without future values. As a consequence, a value of 𝑛𝑀𝐴𝐹 = 500 has 

been selected. 

The conclusion drawn from Figure 12 is that the filter using future values improves the results 

compared with the filter without prediction. It demonstrates that the use of a prediction algorithm in 

the control of energy storage plants leads to a reduction in the power and energy requirements of the 

ESS. 

 
 

(a) (b) 

Figure 11. (a) Box and whisker diagram: standard deviation of the power generated by the WEC plant 

as a function of the number of MAF samples; (b) Standard deviation change in two cases: the average 

value and a value including 95% of the cases in each analysis, both as a function of the number of 

MAF samples. 

 

Figure 12. Cumulative distribution function of energy storage required for different window lengths
(nMAF) and future samples (nP).



Energies 2020, 13, 3380 13 of 18

The next step was to set the number of predicted samples for each window length based on the
ESS energy required. This value was fixed according to the matrix shown in Figure 13a,b. Figure 13a
depicts the ESS energy rating for different MAF window lengths and different numbers of predicted
samples. Firstly, the values of the energy required by the ESS to cover 85% of the cases for each
filter configuration with MAF window length and number of samples predicted were obtained from
Figure 12. Choosing to cover more than 85% of cases does not imply higher improvement in the
reduction of power oscillations, and requires a greater amount of ESS energy. Moreover, Figure 14b
shows the ratio of energy required by the ESS with respect to the energy needed in those cases with no
predicted samples. This matrix can be calculated using Equation (7):

%EratednP (k), nMAF ( j)
=

EESSnP (k), nMAF ( j)

EESSwithout prediction, nMAF ( j)

(7)

where

%EratednP (k), nMAF ( j)
: the energy ratio required by the ESS to cover 85% of the cases. This value takes into

account the energy reduction of the ESS using a predictive filter versus the MAF filter without prediction.
EESSnP (k), nMAF ( j)

[MJ]: the energy required by the ESS to cover 85% of the cases for a specific MAF filter,
considering a window length with a number of samples “j” and a value “k” of samples predicted.
EESSwithout prediction, nMAF ( j)

[MJ]: the energy required by the ESS to cover 85% of the cases for a specific
MAF filter without prediction, considering a window length with a number of samples “j”.
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Figure 13. (a) ESS energy rating matrix for different MAF filters (window length “nMAF” and number
of samples predicted “nP”); (b) % of rated energy with respect to energy rating with no predicted cases.

From Figures 11 and 13, we can conclude that the higher the window length or the number of
MAF samples, the lower the mean value of the standard deviation of the power injected into the grid
and the higher the ESS energy requirements.

It can be understood from Figure 13b that the number of predicted samples that minimises the
energy rating for a MAF filter with a window length of 500 samples is 250 samples. This means that
the amount of energy for nMAF = 500 without prediction (nP = 0) is 6.59 MJ, and in the case of using
a filter with nP = 250 the energy rating of the ESS is reduced to 5.3 MJ, which is a 20% reduction.
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Once the design procedure is performed, the optimised filter includes the values shown in
Equation (8). Moreover, in the same equation, equivalence in time is listed in order to establish the
order of magnitude of the MAF window.

nMAF = 500 samples (250 s ∼ 4 min)
nP = 250 samples (125 s ∼ 2 min)

(8)

Once the optimal control parameters for the moving average filter have been defined, the next
step is to select the number of ESS modules required to reduce the power oscillations. Figure 14a
shows the power histogram associated with the WEC plant, from which the power value of the ESS
could be drawn. In this case, the power level was 350 kW.

On the other hand, Figure 14b displays the joint cumulative distribution function (joint CDF) of
two variables, the power and energy of the ESS, in a range of 15 min. In this case, two different curves
are marked in red, indicating 85% and 99% coverage of cases for the WEC plant studied, which refers
to the percentage of the time in which the power generated by the WEC plant was smoothed. From this
figure, the amount of energy and power required by the ESS plant to smooth the power generated 85%
of the time can be extracted. Therefore, three FESS modules are needed to satisfy the aim of covering
85% of the cases and smoothing the power generated 85% of the time.
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Finally, Figure 15 shows the percentage of utilisation of each FESS module considered as part
of the ESS. This graph leads to the following conclusions related to the operation of the flywheels in
the system:

• The first FESS module was activated up to 80% of the time, while the second was only used 20%.
This effect is due to the stepped switching control algorithm used. In order to maintain a similar
level of ageing among the different FESS modules, a rotating shift should be established, updating
the storage module which provides the energy each time.

• As Figure 15 also shows, the usage time for the fourth and the fifth FESS modules was negligible,
which means that the benefits of using more than three FESSs for the dimensioning process are
not sufficient, since their operation time is negligible and their cost should be taken into account.
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7. Conclusions

Several conclusions can be obtained relating to the dimensioning methodology of the particular
energy storage system addressed in this paper.

The efficiency maps calculated provide a practical and commercial-based method of comparing
different ESS technologies, since these maps could be calculated for other ESSs, such as batteries,
supercapacitors, SMES, etc. The efficiency maps show the main losses and the best way to operate ESS
technology. The efficiency maps are useful for optimising the amount of energy needed and, indirectly,
the cost of an ESS.

The benefits of using an ESS control strategy with predicted values in the dimensioning process of
an ESS comprising the number of ESS modules necessary to achieve the power and energy requirements
of a specific power cycle have been analysed and its effects are shown. The predicted values improve
the usable capacity of the ESS, since it reduces the energy needed and with it the cost of the ESS plant.
The number of predicted samples needed to apply this methodology is related to the period of time of
the WEC power profile and the characteristics of the plant. In the case study, the number of samples
selected for the moving average filter (MAF) was 500, which is equivalent to 4 min. For future values,
250 samples are the optimum value, representing 2 min. From those values, a conclusion can be
deduced: the amount of predicted values is in the order of several minutes due to the period of time of
the power generation profile being in the order of around twenty seconds. As a result, the optimum
values are obtained when the future values of the MAF window refer to several periods of the power
cycle. Therefore, the higher the window length or the number of MAF samples, the lower the power
oscillations in the power injected into the grid and the higher the ESS energy requirements. The results
show that the solution with future values reduces the energy requirements by 20% with respect to the
solution without predicted values, maintaining the rest of the variables, especially the mean value of
the standard deviation of the power injected into the grid.

ESS plant dimensioning could be also applied for other ESS technologies or hybrid ESS plants in
which several technologies are considered. In particular, a hybrid energy storage system should be a
good solution to introduce the required flexibility into power systems and optimise the ESS energy
and power requirements. Moreover, the methodology described in the paper could be applied to any
WEC plant since the input is the power measured at the PCC and is not affected by the control of the
WEC plant.

Once the number of FESS modules required is calculated, an evaluation of their usage time can be
addressed. The results of the study show that four FESS modules with the characteristics defined in the
paper reduce power oscillations to 50% (covering 85% of cases). Providing the system with additional
modules does not result in a better performance being achieved, since their usage time is negligible.

Finally, the methodology could be automated through optimisation algorithms to obtain the
optimum values for different parameters (control parameters and the number of ESS modules)
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in cascade, since there is no relationship among different control filter parameters, or through a
multi-objective algorithm.
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