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Abstract: The problem of timely detecting the engine faults that make engine operating parameters
exceed their control limits has been well-solved. However, in practice, a fault of a diesel engine can
be present with weak signatures, with the parameters fluctuating within their control limits when
the fault occurs. The weak signatures of engine faults bring considerable difficulties to the effective
condition monitoring of diesel engines. In this paper, a multivariate statistics-based fault detection
approach is proposed to monitor engine faults with weak signatures by taking the correlation of
various parameters into consideration. This approach firstly uses principal component analysis (PCA)
to project the engine observations into a principal component subspace (PCS) and a residual subspace
(RS). Two statistics, i.e., Hotelling’s T2 and Q statistics, are then introduced to detect deviations in
the PCS and the RS, respectively. The Hotelling’s T2 and Q statistics are constructed by taking the
correlation of various parameters into consideration, so that faults with weak signatures can be
effectively detected via these two statistics. In order to reasonably determine the control limits of
the statistics, adaptive kernel density estimation (KDE) is utilized to estimate the probability density
functions (PDFs) of Hotelling’s T2 and Q statistics. The control limits are accordingly derived from
the PDFs by giving a desired confidence level. The proposed approach is demonstrated by using a
marine diesel engine. Experimental results show that the proposed approach can effectively detect
engine faults with weak signatures.

Keywords: diesel engine; condition monitoring; fault detection; multivariate statistics; principal
component analysis

1. Introduction

The diesel engine has been holding its value in all mechanical engineering fields since its inception.
Many researchers have given their attention to the related subjects for the better understanding and
management of engines. Among these subjects, the reliability and security of the diesel engine is a
crucial topic due to the serious consequences of engine failures. Fault detection and diagnosis (FDD)
is capable of detecting the deterioration and failures of diesel engines in a timely manner, as well as
providing necessary information on details for condition-based maintenance (CBM). Currently, with
the rapid development of sensing technology, signal processing and decision-making, novel FDD
techniques of diesel engines keep coming up, and these facilitate the safe operation of diesel engines.

Generally, the FDD of a diesel engine consists of three steps: fault detection, fault isolation and
fault identification [1]. Among these three steps, fault detection aims to monitor the working condition
of a diesel engine in real time and then report an abnormity if present. This is the first step for the FDD
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of a diesel engine that provides the evidence, in detail, for locating the root cause of an abnormity (fault
isolation) and quantifying the magnitude of the failure (fault identification). Based on a different theory,
the fault detection approaches regarding diesel engine can be classified into two primary subcategories,
i.e., the model-based approach and the data-driven approach [2]. The model-based approach attempts
to describe diesel engine behavior by using a mathematical model. The mathematical model is
constructed in such a way that each residual of an analytical redundancy relation (ARR) is sensitive just
to a certain fault. Whenever acquiring a sample (a set of system parameters) of an engine’s working
conditions, the residuals of ARRs are generated to indicate if a fault is present or not. The successful
application of model-based fault detection techniques can be found in [3–5]. A model-based fault
detection technique mathematically maps the drifting parameters with specific faults based on which
one can get a thorough understanding of system malfunction behavior from the mathematical model.
However, diesel engines have become equipped with some auxiliary equipment, e.g., a sequential
turbo charging (STC) system, exhaust gas recirculation (EGR) and selective catalytic reduction (SCR),
in recent decades to meet the ever-increasing demand for high economic efficiency and low emissions.
The increased complexity of diesel engines, as well as the strong coupling among various subsystems,
have shifted the mathematical model towards a limited ability to get an exhaustive description of
system behavior. As such, most successful applications of model-based fault detection techniques have
focused on subsystems with a relatively small number of inputs, outputs and states [6], and this has
limited the ability to provide a comprehensive and universal method for engine fault detection.

Alternatively, the fault detection of a diesel engine can be pursued via a data-driven approach.
Different from the model-based approach, the data-driven technique monitors the engine’s working
conditions by taking advantage of measured data, and no simplifying assumption regarding the
engine model is needed during this process [7]. Consequently, the data-driven technique has unique
advantages for the fault detection of complex mechanical systems. For a data-driven engine fault
detection approach, the upper control limit (UCL), lower control limit (LCL), or both are set to monitor
the drift of a specific parameter. A fault is thought to be present if a parameter exceeds either the UCL
or the LCL. Univariate statistics is a popular method for engine fault detection. This technique firstly
assumes a probability distribution model for the operating parameters of a diesel engine, and the UCL
and the LCL are then set according to a desired confidence level. This technique has been widely used
in real-world practice. Though it is easy to implement, this technique can only detect the faults that
show a strong abnormal signal, i.e., a fault is reported only if a large magnitude of the drifting of the
corresponding parameters is detected. This technique has a limited ability to detect faults with weak
abnormal signatures. In this paper, a fault with weak signature means that all observable parameters
do not markedly deviate from the normal value when a fault occurs, thus making the fault difficult or
impossible to directly detect from the absolute value of the parameters. An example of this situation
can be seen in Section 2. In practice, a fault can be present as a breakdown of the correlation between
parameters. In this situation, the deviation of operating parameters may still fluctuate within normal
limits when a fault is present, which leads to the misdiagnosis of faults with weak signatures in diesel
engines. Multivariate statistics is an effective approach for the condition monitoring of engineering
systems. Currently, this technique is successfully used in process monitoring [8–12]. However, few
researches have been devoted to apply this technique into diesel engine fault diagnosis. The typical
researches on this topic can be listed as: Boullosa took advantage of Hotelling’s T2 statistic control
charts to detect the cylinder lubrication process and fuel oil process of a marine diesel engine [13,14].
Wang introduced the local statistical approach into the nonlinear statistical process control technique,
and Hotelling’s T2 and Q statistics were produced to detect the air leaks of an automotive diesel
engine [15]. This paper reveals the effectiveness of multivariate statistics to detect engine faults
with weak signatures. As for one of the key problems in multivariate statistics-based approaches,
many studies set the UCL of statistics, i.e., Hotelling’s T2 and Q statistics, by assuming that the
statistics follow a specific distribution, e.g., χ2 and β distributions. Due to measurement noise and
unstable working conditions, a standard probabilistic model has a limited ability to describe the real
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probabilistic distribution of statistics. In order to solve this problem, some researchers have used kernel
density estimation (KDE) to estimate the probability density function (PDF) of engine statistics [16–18].
The KDE is a powerful non-parametric tool that is used to estimate the PDF of a random variable from
a set of data samples. A prior probabilistic model is not needed in this approach, so the KDE is capable
of objectively modeling the probabilistic distribution of a random variable. Nevertheless, a problem
remains to be solved is the selection of bandwidth. Bandwidth is a free parameter in KDE that has a
strong influence on estimating results. A large bandwidth over-smooths the PDF curve such that the
local feature of the PDF is covered. A small bandwidth, however, indicates a narrower region for each
sample and could under-smooth the PDF curve [19–22]. It may take a few attempts to find a proper
bandwidth. Consequently, selecting an optimal bandwidth for KDE is a crucial issue to be settled to
make the multivariate statistics-based engine fault detection technique effective and efficient.

The main contributions of this paper are as follows: (i) A multivariate statistics-based condition
monitoring approach is proposed to detect diesel engine faults with weak signatures, and (ii) adaptive
kernel density estimation is introduced to determine the control limits of the statistics, thus relaxing
the a priori assumption for the probability distribution of statistics. Principal component analysis
(PCA) is firstly used to project diesel engine observations into a principal component subspace (PCS)
and a residual subspace (RS). Two statistics, i.e., Hotelling’s T2 and Q statistics, are then introduced as
indictors to detect deviations in the PCS and the RS, respectively. The Hotelling’s T2 and Q statistics
describe the statistical characteristics of engine operating parameters by taking the correlation of
various parameters into consideration so that faults with weak signatures, which cannot be monitored
with a conventional fault detection approach, can be effectively detected via these two statistics. In
order to reasonably determine the control limits of the statistics, adaptive kernel density estimation is
utilized in this paper to estimate the PDFs of Hotelling’s T2 and Q statistics. The control limits are
accordingly derived from the PDFs by giving a desired confidence level. The proposed approach
is demonstrated by using a marine diesel engine, and experimental results show that the proposed
approach can effectively detect engine faults with weak signatures.

The rest of this paper is organized as follows. Section 2 describes the diesel engine test cell and
the blind spot of conventional diesel engine fault detection approaches regarding faults with weak
signatures. Section 3 presents a multivariate statistics-based engine condition monitoring approach.
The methodology to estimate the PDF of Hotelling’s T2 and Q statistics by using adaptive kernel
density estimation is also presented in this section. Section 4 illustrates the proposed approach by
using the experimental results of the diesel engine. Finally, Section 5 outlines the key findings.

2. Engine Fault Detection Using Univariate Statistics

2.1. Description of the Engine Test Cell

Experiments were carried out on an 8-cylinder, 4-stroke, water-cooled, marine diesel engine,
which was configured with 2 turbochargers. Cylinders were evenly arranged in two rows with 4
cylinders on each side. The engine had a continuous power output with a maximum 500 kW at rated
speed 1800 rpm. The crankshaft was connected with an eddy current dynamometer by a flange so that
the output power could be effectively adjusted. The engine speed was controlled via a self-developed
electronic control system (ECS) that was based on a PID algorithm. The technical details of the diesel
engine are presented in Table 1.
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Table 1. Technical details of the marine diesel engine.

Specifications Unit Parameters

Model - MTU8V396SE84

Cycle - High-speed
4-stroke

Number of Cylinders - 8
Bore mm 165

Stroke mm 185
Compression Ratio - 12.3

Engine Maximum Output kW 500 at 1800 rpm
Idle Speed rpm 600

Rated speed rpm 1800

A diesel engine usually consists of several subsystems. The lubrication system is a crucial system
to guarantee the safe and reliable operation of a diesel engine. The poor working conditions of a
lubrication system can lead to abnormal wear or even some major safety accidents [23,24], e.g., cylinder
score and the journal sticking of a diesel engine. Accordingly, the lubrication system was taken as the
research object in our study to simulate the faults and illustrate the proposed engine fault detection
approach. The lubrication system of this marine diesel engine consisted of several parts, including a
gear pump, an oil filter, an oil cooler, and several valves with various functions. Normally, the working
condition of an engine lubrication system is described via oil pressures and temperatures at various
points. Therefore, a set of sensors were configured on the engine to acquire the oil pressures and
temperatures of the engine lubrication system. The main working parameters of an engine lubrication
system are shown in Table 2. In this engine test cell, the sensor signals were sampled and pre-processed
by using a National Instruments PCI-6225 data acquisition (DAQ) system. The schematic of the engine
test cell is shown in Figure 1.
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Table 2. Main working parameters of an engine lubrication system.

Number Engine Parameters Unit

1 Oil pressure after pump bar
2 Oil pressure before filter bar
3 Oil pressure after filter bar
4 Oil pressure before engine bar
5 Oil temperature after cooler ◦C
6 Oil temperature before engine ◦C

2.2. Detecting Engine Faults with Weak Signatures Using Univariate Statistics

Three common faults were introduced into the engine lubrication system, i.e., oil leakage, oil
filter clogging, and a low oil level. Oil leakage occurs when the joints of pipes or components loosen.
The leakage of oil leads to the pressure loss of the oil gallery. An oil filter is used to prevent the
impurities from flowing into the engine body. Once the oil filter is clogged, the oil pressure before the
oil filter increases and the pressure after the filter decreases. The low oil level has a similar behavior
to oil leakage, but this fault would happen before the engine started. Meanwhile, the occurrence of
these three faults also affects the oil temperature. In this paper, the faults were introduced at a minor
magnitude so that weak signatures could be detected. The working parameters presented in Table 2
were acquired by using the above-mentioned DAQ system to characterize the working condition of
the engine lubrication system. Data were recorded at three different engine working conditions, i.e.,
25%, 50%, and 75% loads at 1800 rpm. Table 3 presents the value of the main working parameters at
different engine conditions in asample.

Table 3. Oil pressures and temperatures at different engine conditions.

Loads and
Speeds

Engine Health
Conditions

Working Parameters

Oil
Pressure

after
Pump/bar

Oil
Pressure
before

Filter/bar

Oil
Pressure

after
Filter/bar

Oil
Pressure
before

Engine/Bar

Oil
Temperature

after
Cooler/◦C

Oil
Temperature

before
Engine/◦C

25%, 1800 rpm

Healthy 8.03 6.32 5.94 5.65 85.66 85.44
Oil leakage 7.94 6.22 5.85 5.60 85.76 85.52

Oil filter clogging 8.17 6.45 5.92 5.61 85.81 85.53
Low oil level 7.95 6.29 5.92 5.60 85.91 85.60

50%, 1800 rpm

Healthy 7.99 6.28 5.90 5.59 88.68 88.50
Oil leakage 7.87 6.20 5.81 5.50 88.99 88.84

Oil filter clogging 8.03 6.34 5.89 5.57 88.86 88.67
Low oil level 7.80 6.23 5.83 5.50 89.14 88.99

75%, 1800 rpm

Healthy 7.89 6.26 5.84 5.52 93.23 93.19
Oil leakage 7.80 6.21 5.79 5.46 93.49 93.40

Oil filter clogging 7.95 6.33 5.82 5.49 93.74 93.71
Low oil level 7.80 6.19 5.80 5.46 93.87 93.72

As mentioned above, univariate statistics is often used to monitor whether a working parameter
deviates its control limits. Statistically, an operating parameter of a fault-free engine fluctuates around
their mathematical expectation within certain limits. The statistic characteristics are broken when
a fault occurs [6]. Thus, the presence of faults can be sensed via the statistical characteristics of
working parameters. Among the univariate statistics, the Pauta criterion is one of the most widely
used univariate statistics methods that has been widely used in control charts. According to the Pauta
criterion, the fluctuation of the operating parameters of a diesel engine is normally distributed (Gaussian
distribution), and the UCL and the LCL of a parameter are determined by using the mathematical
expectation µ and standard deviation σ. A parameter is thought to be normally fluctuating if its value
falls in [µ− 3σ,µ+ 3σ], and it is thought to be out-of-control otherwise. However, this method has a
limited ability for faults with weak signatures. As an example, take oil filter clogging at a 75% full load
and 1800 rpm; according to Table 3, this method can compute that the deviations of these 6 parameters
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from the normal value are 1.12% at maximum. Such small deviations make the abnormality difficult to
be detected. Figure 2 shows the monitoring charts of oil filter clogging at a 75% full load and 1800 rpm
while using the Pauta criterion. The UCL and the LCL were determined by using train data with
a quantity of 500 samples, and they are represented with red dash line in the charts. A total of 500
samples were utilized as test data to demonstrate the method; 100 samples were obtained under healthy
conditions, and points 101–500 are the parameters with engine faults. The fault was introduced with
small magnitude, and signal cables without shields were used to simulate the real industrial scenario.
It could be found that due to the measurement noise and small fault magnitude, most parameters still
fluctuated within their control limits in faulty conditions, which were therefore classified as healthy
conditions, and only a small part of the samples exceeded the control limits regarding oil temperature
after cooler. Therefore, only a small part of abnormal points were correctly identified by using the
Pauta criterion.
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1800 rpm): (a) oil pressure after pump; (b) oil pressure before filter; (c) oil pressure after filter; (d) oil
pressure before engine; (e) oil temperature after cooler; and (f) oil temperature before engine.
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The fault detection rate (FDR) [25] is commonly used to quantify the performance of a detection
method, and it is defined as the percentages of fault samples that are correctly identified from the
total population:

FDR =
nc

N
× 100% (1)

where N represents the size of the total population and nc denotes the quantity of samples that are
correctly identified. According to Equation (1), only 30.5% samples were successfully detected by using
the Pauta criterion, which means that it was highly likely that the abnormalities of the engine operation
were ignored when the oil filter was clogging. The FDRs of the Pauta criterion regarding the three
engine faults are presented in Table 4. It can be seen that, excepting the oil filter clogging at a 50% full
load and 1800 rpm, the FDRs for engine faults under different working conditions were unsatisfactory
when using the Pauta criterion. Some of the FDRs were quite low, which easily led to a misleading
diagnosis of the diesel engine. Therefore, the univariate statistics-based engine fault detection method
cannot meet the ever-increasing demand for safe engine operation. Thus, a multivariate statistics-based
method is now proposed to increase the FDRs of engine faults with weak signatures.

Table 4. The fault detection rate of three engine faults when using the Pauta criterion.

Engine Faults Load and Speed Pauta Criterion

Oil leakage
25%, 1800 rpm 43%
50%, 1800 rpm 47.75%
75%, 1800 rpm 68.5%

Oil filter clogging
25%, 1800 rpm 73.75%
50%, 1800 rpm 100%
75%, 1800 rpm 30.5%

Low oil level
25%, 1800 rpm 81.25%
50%, 1800 rpm 43.75%
75%, 1800 rpm 77%

3. A Multivariate Statistics-Based Fault Detection Approach of Diesel Engine

This section presents a multivariate statistics-based engine fault detection approach. Section 3.1
projects the engine observations into a principal component subspace (PCS) and a residual subspace
(RS) by using principal component analysis. Section 3.2 introduces two statistics to detect the deviations
in the RCS and the RS. Section 3.3 presents the methodology to determine the control limits of the
statistics by using adaptive kernel density estimation.

3.1. Principal Component Analysis

Consider a sample vector x with n parameters, i.e., x ∈ <n. A data matrix X ∈ <m×n for m samples
can be constructed as follows [26].

X = [x(1)x(2) · · · x(m)]T (2)

In order to eliminate the influence of magnitude difference between different parameters, the data
matrix X is firstly scaled to a zero mean and unit variance according to the sample mean and covariance.
As for a set of variables with correlation, PCA finds a set of linearly uncorrelated variables to represent
the information contained in the original variables. The newly-constructed, linearly uncorrelated
variables are called principal components (PCs). As for the data matrix X, the transformation can be
described as

T = XP (3)

where T = [t1 · · · tn] ∈ <m×n is called scores matrix of data matrix X, ti ∈ <
m×1 is the PC

score vector that describes the observed values of the i-th PC for each sample vector x, and
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P = [p1 · · · pn]
(
P ∈ <n×n, p1 ∈ <

n×1
)

represents the loadings matrix, which defines the basis vectors
of the transformation.

According to Equation (3), the PC score vector ti can be represented as

ti = Xpi (4)

Score vector ti can be viewed as the instantiated principal component given a set of observations
of original variables. Therefore, we also use ti to represent the i-th principal component. In order to
account for as much of the variability in the original data as possible, PCA defines this transformation
in such a way that the principal component ti should in turn have the largest possible variance.
The variances of PCs are the eigenvalue λi of the covariance matrix of data matrix X, and the loadings
vector pi is therefore the eigenvector. The first k PCs are sufficient to explain most of the characteristics
of the original data. The linear space Sp spanned by the first k loadings vectors

_
P = [p1 · · · pk], i.e.,

Sp = span
{ _
P
}
, is called the principal component subspace (PCS), and the space Sr, which is spanned by

the last loadings vectors
~
P =

[
pk+1 · · · pn

]
—i.e., Sr = span

{~
P
}
—is called the residual subspace (RS).

Normally, we use the PCS to describe the variations of data while retaining most of the information
content. The RS, accordingly, depicts the residual information of the PCA model. According to
Equations (3) and (4), the description of the data matrix X when using the PCS and the RS can be
represented as

X =
k∑

i=1

tipT
i +

n∑
j=1+1

t jpT
j =

_
T

_
P

T
+

~
T

~
P

T
(5)

where matrices
_
T ∈ <m×k and

~
T ∈ <m×(n−k) represent the score of data matrix X in the PCS and the RS.

3.2. Fault Detection Indices

Given a measurement x ∈ <n, its PC score can be calculated as

t =
_
P

T
x (6)

Different from ti in Equations (3) and (4), vector t is used to represent the scores of a sample of an
engine condition in all PCs. The Hotelling’s T2, which is also known as the Mahalanobis distance [27],
is used to evaluate the variations of the observations in the PCS, which is defined as

T2 = tTΛ−1t = xT _
PΛ−1 _

P
T

x (7)

where Λ is the diagonal matrix of the k largest eigenvalues of covariance matrix S in a descending
order; that is,

Λ = diag{λ1, · · · ,λk} (8)

Hotelling’s T2 quantifies the deviation of the various variables from their means. A fault is
reported if the deviation exceeds the control limits. Since the data were normalized at the beginning of
PCA modeling, the means of the PCs scores are the origin point of the PCS.

A fault can be effectively detected when the characteristics of the original variables can be depicted
by the k PCs corresponding to the PCS at a desired level. However, a change in variable correlation is
possibly presented due to the influence of faults. Under this situation, the k PCs cannot effectively
describe the statistical characteristics of the original variables. Therefore, Hotelling’s T2 has a limited
ability for this situation. According to PCA, the PCS and the RS are complementary. A measurement x
will increase its projection to the RS when the PCS decreases its capability for characterization [28].
Consequently, the faults that lead to correlation changes can be detected by detecting the magnitude of
projection to the RS.
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A measurement x ∈ <n can be decomposed as

x =
_
x +

~
x (9)

where
_
x and

~
x represent its projections to the PCS and the RS, respectively, which can be calculated as

_
x =

_
P

_
P

T
x

~
x =

~
P

~
P

T
x

(10)

The Q statistic is introduced to evaluate the magnitude of
~
x, which is constructed as

Q = ‖
~
x‖

2
= ‖

~
P

~
P

T
x‖

2

= xT ~
P

~
P

T
x (11)

Let T2
UCL and QUCL be the UCLs of Hotelling’s T2 and Q statistics, respectively; then, a fault is

reported if (
T2 > T2

UCL

)
∨ (Q > QUCL) (12)

where ∨ represents a logical OR operation. The method to determine the control limits T2
UCL and QUCL

is presented in Section 3.3.

3.3. Determining UCLs Using Adaptive Kernel Density Estimation

The UCLs for Hotelling’s T2 and Q statistics are normally determined with the assumption that all
operating parameters and prediction errors have a Gaussian distribution. Nevertheless, this assumption
is not always true due to the time-varying characteristics of engine working conditions and collective
modeling errors [8]. This section proposes an adaptive kernel density estimation-based approach to
determine the control limits of Hotelling’s T2 and Q statistics while relaxing the assumptions regarding
Gaussian distribution.

The KDE is a non-parametric estimation approach to construct the PDF of a random variable with
no need for any prior assumption about variable distribution. Let {x1, · · · , xm} be a sample of a random
variable X. The PDF of random variable X can be derived by using a fixed-width KDE:

f̂ (x) =
1

mh

m∑
i=1

K
(x− xi

h

)
(13)

where m is taken to be the quantity of data points for constructing the PDF, h denotes the bandwidth
(also called the window width), and K(·) represents the kernel PDF.

The bandwidth h and kernel PDF K(·) are two factors that need to be set for PDF estimation. It has
been proven that different kernel PDFs share almost the same optimality as each other. The Gaussian
kernel function is a popular choice and was also used in this study. The Gaussian kernel function can
be described as follows.

K(u) =
1
√

2π
e−

u2
2 (14)

The bandwidth is a free parameter that directly determines the effectiveness of KDE. Some rough
estimations of the optimal bandwidth aim to minimize the mean integrated square error. Among
these rules, the rules-of-thumb (ROT) [29] are some of the most popular ways to set the bandwidth.
However, the use of the ROT may lead to over-smoothing for the multimodal and non-normal density
function [30]. This section takes advantage of an adaptive KDE algorithm to estimate the PDFs of
Hotelling’s T2 and Q statistics by overcoming the above-mentioned problem.

The main idea of the adaptive kernel method is to use a larger width in regions of a lower
probability density and a smaller width otherwise [31]. The bandwidth is firstly set by using an initial
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value and then modified by using a local bandwidth factor. The strategy of the adaptive KDE is shown
as follows. The mathematical derivation can be found in [32].

Step 1: Set an initial bandwidth h0 and derive a pilot PDF estimation f̂p(x) by using
fixed-width KDE.

Step 2: Calculate the local bandwidth factor τi by using Equation (15);

τi =


 m∏

j=1

f̂p
(
x j

)
1
m

/ f̂p(xi)


ρ

(15)

where ρ is the sensitivity factor.
Step 3: Modify the bandwidths to τih0 and obtain the adaptive kernel estimate f̂ (x) by

f̂ (x) =
1
m

m∑
i=1

1
τih0

K
(

x− xi
τih0

)
(16)

The local bandwidth factor τi provides a variable bandwidth for various data points that avoids
over-smoothing or under-smoothing by using a fixed bandwidth. It has been confirmed that the
adaptive KDE is insensitive to the fine details of the pilot estimate in Step 1 [31].

The probability distribution function of a random variable X can be obtained by using the
estimated PDF f̂ (x). Given a confidence level α, the control limit can be determined by

P(x < xUCL) =

∫ xUCL

−∞

f̂ (x)dx = α (17)

After replacing the random variable X with Hotelling’s T2 and Q statistics, respectively, the upper
control limits can be obtained from the PDFs by∫ T2

UCL

−∞

f̂
(
T2

)
dT2 = α (18)

∫ QUCL

−∞

f̂ (Q)dQ = α (19)

4. Case Study

Figure 3 shows the technical procedure for diesel engine fault detection by using a multivariate
statistics-based approach. The procedure can be divided into two steps. In the off-line training step,
engine operating data at healthy conditions are firstly collected and then normalized by mean-centering
and scales while using standard variance to make the variance between one operating variable
comparable to that of any other. Principal component analysis is then utilized to project the data to the
PCS and the RS, respectively. The quantity of principal components is determined according to an
accumulative contribution rate. In this paper, the accumulative contribution rate threshold was set
as 85%; therefore, four PCs in total were selected to construct the PCS. As a consequence, the other
two PCs were used to project the engine’s observable parameters into the RS. The Hotelling’s T2 and
Q statistics were calculated in the PCS and the RS, respectively, for each sample. The statistics were
then listed as training data for the adaptive KDE to determine the upper control limits. In the on-line
monitoring step, the operating parameters of the engine were detected in real-time and normalized
by using the means and standard deviation values that were acquired in the off-line training step.
The test sample was then projected to the PCS and the RS via the principal and residual loading vectors,
respectively. The Hotelling’s T2 and Q statistics of the test sample were deduced by using Equations
(7) and (11) to detect the deviations in the PCS and the RS. The statistics were then compared with
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their control limits that were derived by using the adaptive KDE. A fault was reported if any statistic
exceeded its control limit.Energies 2020, 13, x  11 of 14 
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Figure 3. Technical procedure for diesel engine fault detection.

The engine lubrication system faults mentioned in Section 2 were re-studied by using a multivariate
statistics-based approach. In this study, the training data set was constructed based on the engine’s
healthy condition with a sample size of 500. In total 400 samples were acquired as a test data set for
each kind of fault, i.e., oil leakage, oil filter clogging, and a low oil level. All faults were introduced at
the 101st sample point. Figure 4 shows the detection results for oil filter clogging at a 75% full load and
1800 rpm, Figure 4a presents the monitoring chart of Hotelling’s T2 statistic, and Figure 4b shows the
monitoring chart of the Q statistics.
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Figure 4. Monitoring charts of oil filter clogging by using multivariate statistics (75% full load and
1800 rpm): (a) Hotelling T2 at different samples and (b) Q statistic at different samples.

It can be seen that the Hotelling’s T2 and Q statistics firstly kept below the control limits from point
1 to point 100, and then they remarkably increased from point 101, showing the presence of a fault.
According the fault detection rule described in Equation (12), a fault was reported either Hotelling’s
T2 or Q statistic exceeded its UCL. The fault detection result was quantified by using Equation (1)
to calculate the FDR, and result showed that the fault detection rate increased from 30.5% to 75.5%
after using the multivariate statistics-based method. Table 5 shows the FDRs of engine faults under
different engine working conditions. It can be seen that the FDRs of all faults increased at different
degrees, which means the multivariate statistics-based approach can give a more accurate result for
engine fault detection.
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Table 5. The improved performance of engine fault detection rate by using multivariate statistics.

Engine Faults Load and Speed Pauta Criterion Multivariate Statistics Improved Degrees

Oil leakage
25%, 1800 rpm 43% 84.75% 41.75%
50%, 1800 rpm 47.75% 69% 21.25%
75%, 1800 rpm 68.5% 85% 16.5%

Oil filter clogging
25%, 1800 rpm 73.75% 100% 26.25%
50%, 1800 rpm 100% 100% 0
75%, 1800 rpm 30.5% 75.5% 45%

Low oil level
25%, 1800 rpm 81.25% 99.75% 18.5%
50%, 1800 rpm 43.75% 85% 41.25%
75%, 1800 rpm 77% 82.25% 5.25%

The results also show the complementarity of Hotelling’s T2 and Q statistics for fault detection.
According to the control charts shown in Figure 4, the Hotelling’s T2 and Q statistics detected different
samples of oil filter clogging (75% full load and 1800 rpm). The FDRs that were found by using
Hotelling’s T2 and Q statistics separately were 23.5% and 70%, respectively, and the FDR increased to
75.5% after combining the two statistics. A complementarity result could also be seen from the control
charts of oil leakage (50% full load and 1800 rpm), which are shown in Figure 5. Contrary to Figure 4,
most of the fault samples regarding oil leakage were detected via Hotelling’s T2 statistic, while a small
proportion of samples were detected by using Q statistic. The FDRs that were found by separately
using Hotelling’s T2 and Q statistics were 67.25% and 10.5%, respectively. Therefore, the combination
of the two statistics improved the fault detection rate of the diesel engine.

Energies 2020, 13, x  12 of 14 

Engine Faults  Load and Speed  Pauta Criterion 
Multivariate 

Statistics 

Improved 

Degrees 

Oil leakage 

25%, 1800 rpm  43%  84.75%  41.75% 

50%, 1800 rpm  47.75%  69%  21.25% 

75%, 1800 rpm  68.5%  85%  16.5% 

Oil filter clogging 

25%, 1800 rpm  73.75%  100%  26.25% 

50%, 1800 rpm  100%  100%  0 

75%, 1800 rpm  30.5%  75.5%  45% 

Low oil level 

25%, 1800 rpm  81.25%  99.75%  18.5% 

50%, 1800 rpm  43.75%  85%  41.25% 

75%, 1800 rpm  77%  82.25%  5.25% 

The  results  also  show  the  complementarity  of  Hotelling’s  2T   and  Q   statistics  for  fault 

detection. According to the control charts shown in Figure 4, the Hotelling’s  2T   and  Q   statistics 

detected different samples of oil filter clogging (75% full load and 1800 rpm). The FDRs that were 

found by using Hotelling’s  2T   and  Q   statistics separately were 23.5% and 70%, respectively, and 

the FDR increased to 75.5% after combining the two statistics. A complementarity result could also 

be seen from the control charts of oil leakage (50% full load and 1800 rpm), which are shown in Figure 

5. Contrary to Figure 4, most of the fault samples regarding oil leakage were detected via Hotelling’s 
2T   statistic, while a small proportion of samples were detected by using  Q   statistic. The FDRs that 

were  found  by  separately  using  Hotelling’s  2T   and  Q   statistics  were  67.25%  and  10.5%, 

respectively. Therefore, the combination of the two statistics improved the fault detection rate of the 

diesel engine. 

   
(a)  (b) 

Figure 5. Monitoring charts of oil leakage by using multivariate statistics (50% full load and 1800 rpm): 

(a) Hotelling  2T   at different samples and (b)  Q   statistic at different samples. 

5. Conclusions 

This paper proposed a multivariate statistics‐based approach to detect diesel engine faults with 

weak signatures. Principal component analysis was firstly used to obtain the principal components 

of engine observations in the principal component subspace and the residual subspace. Hotelling’s 
2T   and  Q   statistics were then introduced to detect deviations of principal components in the PCS 

and  the  RS,  respectively.  The  control  limits were  determined  by  using  adaptive  kernel  density 

estimation by overcoming the  influence of bandwidth selection on PDF estimation. The proposed 

approach was verified by the experimental measurements from a MTU8V396 marine diesel engine. 

Comparisons  with  conventional  univariate  statistics  fault  detection  method  showed  that  the 

proposed approach improved the fault detection rate, at maximum, of oil leakage from 43% to 84.75%, 

from 30.5% to 75.5% for oil filter clogging, and from 43.75% to 85% for a low oil level. The results 

Figure 5. Monitoring charts of oil leakage by using multivariate statistics (50% full load and 1800 rpm):
(a) Hotelling T2 at different samples and (b) Q statistic at different samples.

5. Conclusions

This paper proposed a multivariate statistics-based approach to detect diesel engine faults with
weak signatures. Principal component analysis was firstly used to obtain the principal components of
engine observations in the principal component subspace and the residual subspace. Hotelling’s T2

and Q statistics were then introduced to detect deviations of principal components in the PCS and the
RS, respectively. The control limits were determined by using adaptive kernel density estimation by
overcoming the influence of bandwidth selection on PDF estimation. The proposed approach was
verified by the experimental measurements from a MTU8V396 marine diesel engine. Comparisons with
conventional univariate statistics fault detection method showed that the proposed approach improved
the fault detection rate, at maximum, of oil leakage from 43% to 84.75%, from 30.5% to 75.5% for oil
filter clogging, and from 43.75% to 85% for a low oil level. The results showed that the multivariate
statistics-based approach provides a more effective method for diesel engine condition monitoring.
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