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Abstract: A sliding mode control (SMC) technique based on a state observer with a Kalman filter and
feedforward controller was established for a variable-speed refrigeration system (VSRS) to ensure
robust control against model uncertainties and disturbances, including noise. The SMC was designed
using a state-space model transformed from a practical transfer function model, which was derived
by conducting dynamic characteristic experiments. Fewer parameters affecting the model uncertainty
were required to be identified, which facilitated modeling. The state observer for estimating the state
variables was designed using a Kalman filter to ensure robustness against noise. A feedforward
controller was added to the control system to compensate for the deterioration in the transient
characteristics due to the saturation function used to avoid chattering. A genetic algorithm was
used to alleviate the trial and error involved in determining the design parameters of the saturation
function and select optimal values. Simulations and experiments were conducted to verify the control
performance of the proposed SMC. The results show that the proposed controller can realize robust
temperature control for a VSRS despite stepwise changes in the reference and external heat load, and
avoid the trial and error process to design parameters for the saturation function.

Keywords: variable-speed refrigeration system; robust control; sliding mode control; Kalman filter;
feedforward control; genetic algorithm

1. Introduction

Variable-speed refrigeration systems (VSRSs) are widely used in various industrial
fields due to their excellent energy-saving ability and high-precision temperature control
capability [1–7]. VSRSs, which are composed of a variable speed compressor, an electronic
expansion valve (EEV) and heat exchangers, have inherent nonlinear characteristics. Con-
sequently, it is challenging to perform linear approximation modeling for VSRS controller
design. Even a sophisticated numerical model in the form of a high-dimensional linear
state-space model encounters difficulties in the suitable design of a VSRS control system
due to the model uncertainties and disturbances, including noises. Moreover, accurate
identification of the system parameters in high-dimensional models for VSRSs is extremely
laborious and tedious. Therefore, a control method that is based on a low-dimensional
practical model for VSRSs and is robust against model uncertainties and disturbances must
be formulated.

The target temperature in VSRSs is controlled by regulating the mass flow rate of
the refrigerant according to the change in the compressor rotation speed. Moreover, the
superheat is controlled by adjusting the EEV opening angle to prevent adverse effects
such as a decrease in the coefficient of performance (COP) due to superheated vapor
compression and liquid back phenomenon. Therefore, the control system for a VSRS can be
considered a multiple input/output (MIMO) system [1–7]. Temperature control methods
for VSRSs can be divided into two groups based on the requirement of a mathematical
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model, and include model-based control and artificial intelligence (AI) technology control
methods. Model-based control techniques can be divided into transfer function model-
based and state-space model-based approaches, the representative controllers of which are
proportional–integral–derivative (PID) and optimal control, respectively. A PID controller
is easy to design and implement for a single input/output system (SISO), and exhibits a
relatively high control performance when the nominal model is correct [1]. However, it
is difficult to ensure control robustness against model uncertainties because the PID gain
is generally designed considering a nominal model. Optimal control strategies, such as
those based on a linear quadratic regulator and linear quadratic Gaussian, are suitable
to design controllers for MIMO systems and ensure optimality by balancing the control
accuracy and input energy. However, such controllers also cannot ensure robustness
against model uncertainties and disturbances [3,8–10]. Notably, fuzzy control, which is an
AI technique, does not require the dynamic model of a plant when designing the control
system. Therefore, fuzzy control is suitable for VSRSs, for which the establishment of a
linear model is challenging due to their high nonlinearity. However, this control method is
expensive because it requires a high-performance microprocessor to promptly calculate
large amounts of logic when precise control is necessary. In particular, the systematic
design of this control method is difficult because the design of the membership function
and rule base, which are key components in the fuzzy controller, is excessively dependent
on the knowledge and experience of experts [6,7,11]. Hence, model-based control that does
not rely on the plant parameters is desirable for systematic robust controller design.

As a dynamic model of VSRSs used to realize model-based control, an analytical
model derived by applying the governing equation of Navier–Stokes to a heat exchanger
was proposed [12]. Because this model is a high-order nonlinear partial differential equa-
tion, model uncertainty is generated in the process of linearization and low-dimensional
modeling, and the model uncertainty increases in the process of parameter identification of
the model. Another method to obtain a low-dimensional model is to transform a practical
transfer function, obtained through dynamic characteristic experiments, into a state-space
model [1]. However, conventional control methods such as PID controllers based on this
model cannot ensure control robustness because the model uncertainty increases under
an operating environment that is different from the experimental environment considered
to obtain the nominal model. In summary, model-based control, such as PID or optimal
control, is not adequately robust, because the performance of the designed controller is
considerably deteriorated by the model uncertainty of the nominal model and the inflow of
disturbance, including noise. Therefore, it is desirable to design a controller for which the
gain does not depend on the parameters of the nominal model in order to ensure the precise
temperature control of VSRSs. Sliding mode control (SMC) has attracted considerable
attention as a robust control method to solve this problem. The SMC is based on variable
structure control: the structure of the control system is changed, and the sliding mode is
realized on the designed sliding plane (or line). Because the discontinuous control input
of the SMC is independent of the system parameters of the nominal model, this control
method is robust against model uncertainties and disturbances [13–16].

Although many researchers have attempted to apply SMC to the servo control of AC
motors and robots, research on the application of SMC to heating, ventilation, and air condi-
tioning (HVAC) systems remains limited. The existing studies on the use of SMC for VSRSs
have adopted complicated high-dimensional analytical models, and either the temperature
control performance was not precisely verified experimentally or the main objective was
not temperature control [17–19]. Certain authors have adopted SMC with an optimal
switching hyperplane for an HVAC system using a high-dimensional state-space model,
obtained by applying the moving boundary model to heat exchangers [17]. However,
the model was verified only through simulations, and the evaluation functions essential
for optimal control design were not explicitly presented. Other researchers applied the
SMC for variable-air volume air-conditioning systems to optimize the energy consumption
and control temperature [18]. However, the model used to design the controller was not
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clearly explained, and the control performance of the SMC was evaluated only through
simulations. SMC was also applied for automotive air-conditioning/refrigeration systems
to achieve energy savings [19]. However, this study focused on only the energy saving
performance, and not high-precision temperature control. Moreover, the verification of this
method can be considered inadequate because the performance of the proposed controller
was evaluated by comparing it to conventional on/off control.

Considering this aspect, this paper proposes an SMC with a two-dimensional phase
plane for a VSRS that is based on a low-dimensional practical state-space model. Using
this approach, the proposed controller can render the behavior of state variables intu-
itively understandable, and enhance the control performance. Moreover, the number of
parameters to be identified, which can increase the model uncertainty, is significantly
reduced, and modeling is facilitated. The state observer is composed of a Kalman filter to
ensure robustness against process and observation noise. To suppress chattering due to
the switching function, which is a notable problem in SMC, a saturation function is used
instead of a signum function. Moreover, a feedforward controller is designed to avoid
the deterioration in the transient characteristics of the main controlled variable due to
the use of this saturation function. Furthermore, the genetic algorithm (GA) is used to
avoid the cumbersome trial and error process for determining the design parameters of the
saturation function, which influence the control performance, and for selecting the optimal
values [20–24]. The validity of the proposed controller is verified through simulations
and experiments with a VSRS-based oil cooler system (OCS) as the plant. In addition,
the effectiveness of the suggested controller is demonstrated by comparing the control
performance with that of a conventional proportional–integral (PI) controller.

2. Design of SMC with Kalman State Observer
2.1. Two-Dimensional State-Space Modeling for VSRS

Figure 1 shows the schematic of a VSRS-based OCS composed of a variable speed
compressor, an EEV, and heat exchangers. The OCS prevents the thermal deformation
of the workpiece and the deterioration of the processing precision by supplying oil at a
constant temperature to promptly remove the unnecessary heat generated in the machining
area of precision machine tools. Moreover, the OCS controls the irregular temperature of
the oil returned from the machine tools in order to maintain a constant temperature by
changing the rotational speed of the compressor and adjusting the mass flow rate of the
refrigerant. The superheat is simultaneously controlled to prevent a decrease in the COP
due to overheated vapor compression and compressor failure due to liquid back caused by
a rapid change in the compressor speed.
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Figure 2 is a block diagram showing the input/output relationship used to obtain the
transfer function models of the compressor and EEV.
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In the design of the SMC, the main controlled variable of the OCS is the oil outlet
temperature To, and the auxiliary controlled variable is the superheat Ts. The control inputs
(manipulated variables) for the two controlled variables are the references of the inverter
frequency Fi and EEV opening angle Vo, respectively. The transfer functions Pc(s) and Pe(s),
indicated by solid lines in Figure 2, are dynamic characteristic models of the compressor
and EEV, respectively, which are the control objects. The transfer functions Gic(s) and
Gie(s), indicated by dotted lines, represent the mutual interference effect between the
controlled variables. In other words, these functions represent the effects of the change in
Fi on Ts, and of the change in Vo on To. The transfer function Gd(s) represents the effect
of a change in the heat load, which is a disturbance, on To. The two transfer functions
Gic(s) and Gd(s) are used to strictly simulate the dynamic characteristics of the OCS system
during simulation, and are not considered when designing the controller.

Equation (1) presents the transfer functions obtained from the dynamic experiments
of the OCS, in which the variables Fi and Vo are varied near the operating point to obtain
the transfer function P(s), shown in Figure 2. In this experiment, the manipulated variable
causing the interference, and not the main manipulated variable, is fixed as a constant c.
According to Equation (1), the transfer function is a typical first-order system with dead
time [1].  Pc(s) = ∆To

∆Fi

∣∣∣
Vo=c

= −0.43
1680s+1 e−51s

Pe(s) = ∆Ts
∆Vo

∣∣∣
Fi=c

= −0.045
67s+1 e−5s

(1)

Equation (2) indicates the behavior of To in the context of a variation in the heat load,
which is a disturbance. Moreover, Equation (3) reflects the interference effect of the change
in the inverter frequency corresponding to the rotational speed of the compressor on Ts.
The parameters are obtained through the dynamic characteristic experiments of the OCS
near the operating point. Gie(s) shown in Figure 2 is excluded from the simulation as its
effect can be ignored, because this study focuses on designing a controller that is robust to
model uncertainties including disturbances, rather than a non-interference controller [6,7].

Gd(s) =
∆To

∆Td
=

19.9
1790s + 1

(2)

Gic(s) =
∆Ts

∆Fi
=

348.1s− 0.467
885s + 1

(3)

The two-dimensional state-space model of the OCS used to design the SMC can be
expressed as in Equations (4) and (5) in a controllable canonical form, which is easy to
analyze and can facilitate the design of the control system. The controllable canonical
form is obtained through an inverse Laplace transform applied on the transfer function
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expressed as a linear quadratic system, by applying a Pade first-order approximation to
the dead time component in Equation (1).

[ .
x1c(t).
x2c(t)

]
=

[
0 1

−2.33× 10−5 −0.0398

][
x1c(t)
x2c(t)

]
+

[
0
1

]
uc(t)

yc(t) =
[
−1.0059× 10−5 2.5594× 10−4][ x1c(t)

x2c(t)

] (4)


[ .

x1e(t).
x2e(t)

]
=

[
0 1

−0.006 −0.4150

][
x1e(t)
x2e(t)

]
+

[
0
1

]
ue(t)

ye(t) =
[
−2.682× 10−4 6.705× 10−4][ x1e(t)

x2e(t)

] (5)

Notably, the state variable x(t) is a virtual physical quantity obtained in the process
of conversion to the controllable canonical form. In addition, the output does not directly
refer to the controlled variables To and Ts. The functions of time t of the state variable
x(t), output variable y(t), and control input u(t), etc., are omitted for the convenience of
notation.

2.2. Design of SMC with Kalman State Observer

Figure 3 shows a two-dimensional phase plane to illustrate the control principle of the
SMC. In Figure 3a, the state variables p1 and p2 are converged to origin O along the sliding
surface by the SMC. Figure 3b shows the phase plane of the SMC for the servo system. The
servo system is constructed by replacing p1 and p2 with the control error e(= T − T∗) and
its derivative

.
e, respectively. T∗ is the set value of T.
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The sliding function σ for a two-dimensional space is generally set as σ = λp1 + p2.
In this case, λ(λ > 0) is the gradient of the sliding line and indicates the speed at which
p1 converges to zero. The sliding function σ is designed as in Equation (6) by replacing
the state variable with e. Therefore, the sliding function σ is a scalar value. In particular,
eo(= To − To

∗) and es(= Ts − Ts
∗), because this study focuses on realizing a servo system

for precise temperature control, in which e = 0 based on the SMC.

σ = λe +
.
e (6)



Energies 2021, 14, 6321 6 of 18

The control input u of the SMC that controls To and Ts is generally designed, as in
Equation (7), as the sum of the continuous control input uc for the sliding mode and the
discontinuous control input ud for the reaching mode.

u = uc + ud (7)

Because uc is a sliding mode input, it is obtained from u when
.
σ = 0 in Equation (6).

To determine uc to control To, Equation (4) is transformed into a generalized expression, as
in Equation (8). 

[ .
x1.
x2

]
=

[
0 1
−A21 −A22

][
x1
x2

]
+

[
0
1

]
u

y = [C11 C12]

[
x1
x2

] (8)

Equation (9) is obtained by reflecting the result of Hankel’s singular value decomposi-
tion to analyze the contribution of the state variable xj(j = 1, 2) to the output y(= To) in
the output equation of Equation (8).

y ≈ C11x1 (9)

Moreover, because e = T − T∗, e = C11x1 − T∗.
.
σ in Equation (10) is obtained by

substituting e and
.
e from Equation (6).

.
σ = C11(λx2 − A21x1 − A22x2 + u) (10)

Equation (11) is obtained from Equation (10), considering the fact that the uc used
for controlling To and Ts is defined as the control input u at

.
σ = 0. uc for controlling Ts

is obtained in the same manner as in the case of To control. Finally, uc for controlling To
and Ts is derived as in Equation (12), by substituting the parameter values of the system
defined in Equations (4) and (5).

uc = A21x1 + (A22 − λ)x2 (11){
uc.c = 2.33× 10−5x1c + (0.0398− λc)x2c
uc.e = 0.006x1e + (0.4150− λe)x2e

(12)

The discontinuous control input ud for the compressor and EEV is designed as in
Equation (13) from Lyapunov’s second law as the reaching law. The coefficient K represents
the switching gain, which is generally obtained by trial and error. The signum function
sgn(σ) is defined as in Equation (14).{

ud.c = −Kcsgn(σc)
ud.e = −Kesgn(σe)

(13)

sgn(σ) =


1
0
−1

i f σ > 0
i f σ = 0
i f σ < 0

(14)

Notably, uc in Equation (12) is linked to the parameters of the system; however, ud
in Equation (13) is independent of the system parameters. ud forcibly constrains the state
variables to the sliding line when the state variables of the system deviate from the sliding
line due to disturbances or model uncertainties. Consequently, the SMC exhibits robust
control performance despite the uncertainty in the nominal model and the presence of
disturbances, including noise, in the control system.

The designed SMC servo control system satisfies the Lyapunov stability condition.
According to the Lyapunov stability condition, for any Lyapunov function V > 0, if

.
V < 0,
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then the designed control system is asymptotically stable. First, the Lyapunov function
σ for the sliding function A is defined as in Equation (15), and when it is differentiated,
Equation (16) is derived.

V(σ) =
1
2

σ2 (15)

.
V(σ) = σ

.
σ (16)

Substituting Equation (10) into Equation (16), Equation (17) is obtained, so
.

V < 0
is satisfied. .

V(σ) = σ
.
σ = −σ(KC11sgn(σ)) (17)

uc in Equation (12) requires information regarding the state variable x. However,
x is a virtual physical quantity generated by converting the model of the plant into the
controllable canonical form presented in Equations (4) and (5). Therefore, these values are
estimated instead of being detected by designing a state observer for control. The state
observer consists of a Kalman filter that is robust against the process and measurement
noise pertaining to the output variable and state variables of the compressor and EEV. The
design of the Kalman filter targets the linear system of Equation (18), including the process
noise w and measurement noise v, which are assumed to be white noise, and represents
the problem of estimating the minimum mean square error of state x from output y. In this
case, A, B and C in Equation (18) are the matrices defined in Equations (4) and (5), which
represent state-space models. { .

x = Ax + Bu + w
y = Cx + v

(18)

Equation (19) indicates the state observer to which the Kalman filter is applied. The
superscriptˆindicates the estimated value, and L is the gain of the Kalman filter obtained
from L = SC′V−1 [25–27]. Matrix S is obtained from the Riccati equation presented as
Equation (20), in which W and V are the power spectral densities of w and v in Equation (18),
respectively. { .

x̂ = Ax̂ + Bu + L(y− ŷ)
ŷ = Cx̂

(19)

AS + SA′ − SC′V−1CS + W = 0 (20)

Notably, ud in Equation (13) causes chattering in the control input and controlled
variable due to the signum function indicated in Equation (14). The saturation (sat) function
presented in Equation (21) with the boundary layer thickness Φ is used to alleviate this
adverse effect.

sat(σ) =


1

σ/Φ
−1

i f σ > Φ
i f |σ| ≤ Φ
i f σ < −Φ

(21)

The saturation function degrades the transient response of the oil outlet temperature
To due to Φ, especially when a disturbance is applied. To enhance the transient response of
To, a feedforward controller is designed, as in Equation (23), by estimating the disturbance
d̂ presented in Equation (22). The coefficient Ff represents the gain of the feedforward
controller, which is generally obtained by trial and error.

d̂ = y− ŷ (22)

u f = Ff d̂ (23)

Therefore, the final control input u for the precise control of the main controlled
variable To is designed as in Equation (24) by adding Equations (7) and (23). Ts, which is
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the auxiliary controlled variable, is simply designed as u = uc + ud, and the feedforward
controller is omitted.

u = uc + ud + u f (24)

Figure 4 shows the MATLAB/Simulink-based simulation and experimental block
diagram of the SMC with the Kalman state observer and feedforward controller to control
the compressor. The block diagram for the EEV has the same structure as that shown in
Figure 4, except for the feedforward control part used to calculate input u f .
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2.3. Optimization of SMC Based on the GA

The saturation function is applied to suppress the occurrence of chattering due to the
signum function of the discontinuous control input. The saturation function involves two
design parameters: Φ and K. The determination of these parameters to reduce chattering
and enhance the control performance requires considerable trial and error. In particular,
finetuning must be performed to set the SMC parameters to satisfy the design specifications,
which is laborious and tedious. In addition, the design parameters determined through
repeated fine adjustments may not be optimal values. Therefore, the GA is utilized to
reduce the cumbersome trial and error involved in determining the design parameters
of the saturation function and setting the optimal values. Specifically, the GA is applied
to optimize the gain Kc of the discontinuous control input in Equation (13) and the Φ of
the saturation function in Equation (18) for controlling To, which is the main controlled
variable. The design parameters to control superheat Ts are determined by the designer
through the conventional trial and error method, without applying the GA, as this physical
quantity is accessorily controlled.

The GA is an optimization algorithm that simulates the natural evolution process
through a computer. The GA represents a global search method in which crossover and
mutation are arbitrarily performed, and it exhibits an excellent search capability in a vast
problem space [20–22]. In addition, the GA is a probabilistic optimization technique and
has been applied to many fields, such as parameter estimation and the control of dynamic
systems. Figure 5 shows the process flow, indicating the main process of the GA. In the
GA, this process is performed until the termination criteria are satisfied, and the optimal
solution is derived from the population.

First, the objective function of the GA for optimizing the SMC parameters is selected.
In general, the integral square error, integral of the absolute error (IAE), integral time
square error, and integral time absolute error are widely used as the objective functions
of the GA. In this study, IAE, which is a suitable objective function for the temperature
control of the VSRS, is used [28], as indicated in Equation (22):

IAE =
∫ ∞

0
|e(t)|dt (25)
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In the GA, constraints are imposed to satisfy the design specifications of the controller,
including the settling time ts[±2%] ≤ 1700 s and undershoot U.S. ≤ 0.25 ◦C, which
represent the transient characteristics of To. The population size is set as 50 and generation
is set as 20. As the selection rule, roulette, which increases the probability of selection in the
next generation in proportion to the fitness evaluated by the objective function, is adopted.
For the crossover, the arithmetic crossover method is used. As the method of mutation, the
adaptive possibility approach is applied. Adaptive possibility is a rule that involves the
mutation of rates according to the distance, based on the result of measuring the degree of
approximation of two individuals generated by the crossover.

Table 1 summarizes the designed SMC and parameters for the saturation function that
have been optimized by the GA.

Table 1. Designed parameters and gains of SMC with feedforward controller.

Plant
Designed Parameters and Gains

λ K Φ L Ff

compressor 0.0230 −812 1.1 [−1.27 × 10−5 7.51 × 10−9] 0.6280
EEV 0.0595 −262 7.0 [−1.26 × 10−7 1.89 × 10−9] -

3. Results of Simulations and Experiments
3.1. Results of MATLAB/Simulink Simulations and Experiments

Figure 6 shows the schematic of the OCS experimental device composed of the VSRS
to validate the designed controller. Tables 2 and 3 present the specifications of the major
components of the OCS used in the simulations and experiments, respectively.

Table 2. Specifications of the test unit.

Component Description

Compressor Rotary type, 30–90 (Hz), 0.86 (kW)
EEV 0–2000 (step), 12 (V)

Condenser Air-cooled fin and tube type, 5.24 (kW)
Evaporator Bare tube coil type, Immersion type, 2.1 (kW) (max.)
Refrigerant R-22, 0.9 (kg) (max.)

Table 3. Specifications of the attached devices and oil.

Component Description

Inverter 4.5 (VA), 3-phase, PWM, V/f = c type
EEV drive 4 (W), 24 (V), Bipolar type

Heater 4.5 (kW) (max.)
Oil tank 400 mm × 400 mm × 385 mm

Oil ISO VG 10, Velocite oil no. 6, 40 (L)
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The variable speed compressor is a rotary-type device driven by a three-phase squirrel
induction motor. The rotation speed of the variable speed compressor is controlled by a
Voltage/ f requency = constant type inverter. The opening angle of the EEV is controlled
by adjusting the number of pulses commanded from the EEV drive to the stepping motor
mounted inside the EEV. The control system of the MATLAB/Simulink-based real-time
controller (RTC) calculates the control input from the set values of To and Ts and the state
values estimated through the state observer. The calculated control input is converted to
an analog voltage reference through the D/A converter in the RTC, and is input to the
inverter and EEV drive. In the experiment, the heat load generated during the machining
process of the machine tool is applied using an electric heater device.

In the simulations and experiments, the control performances of To and Ts, such
as command following and control robustness, are analyzed by changing the set values
and imposing the heat load to the OCS. The set value of To is abruptly changed from
30 ◦C to 25 ◦C at 1000 s. The set value of Ts is kept constant at 7 ◦C, which can be easily
controlled while maintaining the maximum COP, selected based on the results of the static
characteristic experiments analyzing the relationship between Ts and COP [1,29]. In terms
of the heat load variation, 10% of the rated heat load (1.68 kW) is increased at 4000 s, and
subsequently, 10% of the rated heat load is decreased again at 6000 s. The sampling time is
set as 1 s, considering the dynamic characteristics of the OCS.

Figures 7 and 8 show the simulation and experimental results of the proposed SMC,
respectively, when the set value is changed and heat load is imposed. Subfigures (a)
show the responses of To and Ts. Subfigures (b) and (c) show the responses for Fi and Vo,
which are the control inputs of To and Ts, respectively. The results indicate that the control
responses obtained in the simulation and experiment are highly consistent, demonstrating
the suitable design of the SMC.

In the simulation results shown in Figure 7, the responses of To and Ts strictly converge
to the target value without a steady-state error, even when the set value is varied and
heat load is imposed. These findings indicate the appropriateness of the GA-based SMC
optimization based on the satisfaction of the settling time ts[±2%] ≤ 1700 s and undershoot
U.S. ≤ 0.25 ◦C, which are transient characteristics when changing the reference. However,
the response of Ts exhibits rough transient characteristics with a large overshoot due to
the influence of the interference caused by a sudden change in the rotational speed of the
compressor when the set value is changed.
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Notably, the experimental results shown in Figure 8 are obtained in an environment in
which the fluctuations in the heat load and ambient temperature of the experimental devices
are different from those during modeling. Therefore, the proposed SMC exhibits a robust
control performance despite the model uncertainties and disturbances. In particular, the
feedforward controller ensures the prompt convergence of To to the target temperature of
25 ◦C without a steady-state error, even when disturbances caused by heat load fluctuations
are applied. In addition, the main controlled variable To is strictly controlled within the
allowable error range±0.1 ◦C, even when the set value is changed and heat load is imposed.
These findings demonstrate that the proposed SMC is robust against model uncertainties
and disturbances.
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Figure 9 shows the experimental results of To and Ts based on the proposed SMC under
the same conditions as those adopted for Figure 8, except for the ambient temperature of
the experimental apparatus.
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Figure 9. Responses of To and Ts according to the change in the ambient temperature based on SMC.

In the experiment, for 8000 s, the ambient temperature fluctuates irregularly from
25.0 ◦C to 29.7 ◦C. When the ambient temperature of the experimental device is different
from when the nominal model is acquired, the dynamic characteristics of the control object
are changed, leading to model uncertainty [1]. As shown in Figure 9, the SMC ensures
that To converges within the allowable error range ±0.1 ◦C and follows Ts to the target
temperature of 7 ◦C, despite the model uncertainty.

3.2. Behavior Analysis of State Variables in the Phase Plane

Figure 10a, b show the two-dimensional phase plane obtained from the simulation
result shown in Figure 7.
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Figure 10. Behaviors of state variables on the phase plane. (a) Behaviors of e and
.
e for controlling To. (b) Behaviors of e and

.
e for controlling Ts.

To strictly analyze the behaviors of state variables, the region near the origin is
enlarged inside the circle. It can be noted that e and its derivative

.
e converge to the origin

(0,0) of the phase plane, even when the set value is changed and heat load is imposed. The
designed two-dimensional phase plane can render the behavior of state variables intuitively
understandable. This analysis can provide guidance to enhance the control performance of
the SMC. If a saturation function is used for ud, the transient characteristics of To deteriorate
due to Φ. To prevent chattering and obtain a satisfactory transient response of To, it is
necessary to appropriately select Φ.

Figures 11 and 12 show the simulation results of applying the signum function and
saturation function to ud, respectively.
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Figure 12. Simulation results based on a saturation function. (a) Response of To. (b) Behaviors of e and
.
e on the phase plane.

Subfigures (a) show the response of To, and subfigures (b) show the behaviors of e
and

.
e. As shown in Figure 11a, To rapidly converges to the set value, but chattering occurs.

This phenomenon can be clearly observed by analyzing the behaviors of e and
.
e on the

phase plane—the values fluctuate near the origin due to the signum function in Figure 11b.
In contrast, Figure 12a shows that chattering can be suppressed by applying the saturation
function in the response of To. This phenomenon can be clearly observed in Figure 12b
in terms of the convergence of e and

.
e to the origin due to the saturation function. In

particular, the saturation function is defined as sat(σ) = σ/Φ in the range of |σ| ≤ Φ. As
the Φ of the saturation function increases, ud in Equation (13) decreases. Consequently,
the response of To leads to a deterioration in the transient response, such as an increase in
the settling time. Therefore, the oil outlet temperature To is promptly controlled without
chattering within the allowable error range of ±0.1 ◦C through the optimization of Φ of
the saturation function in this study.

3.3. Performance of the Disturbance Estimation Based on the Kalman State Observer

Figure 13 shows the block diagram for the simulation, indicating the position of the
disturbance addition and the method of estimating the disturbance. Figure 14 shows the
simulation results for the comparison of the applied disturbance (red) d and the estimated
disturbance (blue) d̂. The disturbance estimation is valid because the added disturbance
and estimated disturbance exhibit a reasonable agreement.
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3.4. Comparison of the Control Performance with a PI Controller

To validate the control performance of the proposed SMC, simulations and experi-
ments based on a PI controller are conducted, and the responses are compared and analyzed.
The simulations and experiments are conducted under the same conditions as those for
the SMC pertaining to Figures 7 and 8, and the responses of To and Ts to changes in the set
value and abrupt changes in the heat load are analyzed.

The PI controller is designed using a MATLAB tuner based on the transfer function
model indicated in Equation (1). The PI gain for controlling To is designed to have the same
command-following performance as that of the SMC. Specifically, the settling time ts[±2%]
is within 1700 s, and the maximum undershoot is 0.25 ◦C. The PI gain for controlling Ts is
designed by finetuning, similarly to the transient response of the SMC when the set value is
changed. In particular, an anti-windup controller is added to the PI controller to prevent the
saturation of the manipulated variable due to integral accumulation. Table 4 summarizes
the designed PI controller and anti-windup gain for the simulation and experiment.

Table 4. Designed gains of the PI controller and anti-windup.

Plant Designed Parameters and Gains

P Gain Kp I Gain Ki Anti-Windup Gain Ka

compressor −17.0 −0.080 −8.50
EEV −10.0 −0.200 −5.00

Figures 15 and 16 show the results of the simulation and experiment of the PI controller,
respectively, when the set value and heat load are changed. Subfigure (a) shows the
responses of To and Ts. Subfigures (b) and (c), respectively, show the manipulated variables
Fi and Vo corresponding to (a). The feasibility of the designed PI controller is confirmed
by the agreement between the responses obtained in the simulation and experiment. The
slight fluctuations in Ts, as shown in Figure 16a,b, are caused by sensor noise.
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The comparison of the simulation results shown in Figures 7 and 15 indicates that
the SMC and PI controllers converge to the target value To without a steady-state error,
even when the set value and heat load are changed. As shown in Figures 7a and 15a,
the transient response of To when the set value is abruptly changed is consistent with the
designer intent. In addition, the response of Ts exhibits a transient characteristic with a
large overshoot due to the interference effect caused by a sudden change in the rotational
speed of the compressor when the set value is changed.

The comparison of the experimental results shown in Figures 8 and 16 indicates that
the SMC and PI controllers converge to the target value To without a steady-state error,
even when the set value and heat load are changed. To evaluate the robustness of the
two controllers against disturbance, the response of To to a change in the heat load is
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quantitatively analyzed. First, as the heat load increases, the settling time pertaining to
the SMC and PI controller is 912 s and 1216 s, respectively, and the maximum overshoot
is 0.15 ◦C and 0.28 ◦C, respectively. Next, when the heat load is reduced, the settling
times pertaining to the SMC and PI controller are 1372 s and 1587 s, respectively, and
the maximum undershoot values are 0.13 ◦C and 0.59 ◦C, respectively. These results
indicate that the transient characteristics of the main controlled variable To when the SMC
is used are superior to those associated with the PI controller when the heat load varies.
Furthermore, the responses of Ts pertaining to the SMC and PI controller are compared and
analyzed when the heat load is varied. First, as the heat load increases, the settling times of
Ts pertaining to the SMC and PI controller are 114 s and 526 s, respectively. Next, when
the heat load is reduced, the settling times of Ts by the SMC and PI controller are 515 s
and 887 s, respectively. In other words, the SMC converges Ts to the target temperature
more rapidly than the PI controller when the heat load is varied. Therefore, the control
performance of the SMC is more robust than that of the PI controller. Notably, the rigorous
quantitative comparative evaluation of the simulation and experimental results based
on the SMC and PI controller in this study is performed to highlight the robust control
performance of the proposed SMC, rather than to evaluate the relative superiority of the
SMC. In particular, when comparing the control performances of the PI and SMC, the
control robustness in the case of heat load variations is intensively analyzed after ensuring
that the command-following performance is the same.

The control robustness of the SMC for the OCS against model uncertainty and dis-
turbance is examined. After designing a PI controller to validate the performance of the
proposed controller, simulations and experiments are performed under the same conditions
as those adopted for the SMC. The quantitative comparison and analysis of the robustness
of the two controllers demonstrates that the proposed SMC is more robust to disturbances
and model uncertainties than the PI controller.

4. Conclusions

An SMC with a two-dimensional phase plane for a VSRS was designed based on a
practical state-space model to ensure a robust control performance. In addition, a Kalman
state observer was applied for state estimation. A feedforward controller was designed to
compensate for the deterioration in the transient response due to the use of the saturation
function. The GA was utilized for the design parameter optimization of the saturation
function without a cumbersome trial and error process. The proposed controller was
validated through simulations and experiments with a VSRS-based OCS. Furthermore, the
effectiveness of the proposed method was confirmed by comparing its control performance
with that of a conventional PI controller. The key conclusions can be summarized as
follows:

(1) The proposed sliding mode controller with a Kalman state observer and feedforward
controller exhibits a robust control performance by strictly controlling the target
temperature within the allowable steady-state error range of ±0.1 ◦C, even in the
presence of model uncertainty and disturbance;

(2) The optimization of the design parameters of the saturation function with the GA
helped enhance the optimal control performance by reducing the chattering and
vulnerability of the SMC and eliminating the tediousness of repeated trials;

(3) The use of a low-dimensional state-space nominal model transformed from a practical
transfer function obtained through dynamic experiments can facilitate the controller
design and reduce model uncertainty, thereby ensuring a robust control performance;

(4) The proposed SMC with a two-dimensional sliding surface can enhance the control
performance by facilitating the analysis of the behavior of the state variables in the
phase plane.
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Nomenclature

A, B, C coefficient matrix
d dead time (s)
e control error (◦C)
Ff gain of feedforward controller
Fi reference of inverter frequency (Hz)
K gain of PI controller
Ks switching gain
k DC gain
L gain of Kalman filter
p state variable in phase plane
T controlled variable (◦C)
uc continuous control input (V)
ud discontinuous control input (V)
u f feedforward control input (V)
Vo reference of EEV opening angle (step)
∆ variation
λ gradient of sliding line
σ sliding function
τ time constant (s)
v measurement noise
w process noise
Subscript & Superscript
c compressor
e EEV
i interference effect
o oil outlet
s superheat
′ transpose of matrix
ˆ estimated value
∗ set value
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