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Abstract: A significant body of research has emerged for adapting diverse intelligent distributed
energy resources to provide primary frequency reserves (PFR). However, such works are usually
vague about the technical specifications for PFR. Industrial practitioners designing systems for PFR
markets must pre-qualify their PFR resources against the specifications of the market operator, which
is usually a transmission system operator (TSO) or independent system operator (ISO). TSO and
ISO requirements for PFR have been underspecified with respect to real-time performance, but as
fossil-fuel based PFR is being replaced by various distributed energy resources, these requirements
are being tightened. The TSOs of Denmark, Finland, Norway, and Sweden have recently released a
joint pilot phase specification with novel requirements on the dynamic performance of PFR resources.
This paper presents an automated procedure for performing the pre-qualification procedure against
this specification. The procedure is generic and has been demonstrated with a testbed of light
emitting diode (LED) lights. The implications of low bandwidth Internet of Things communications,
as well as the need to avoid abrupt control actions that irritate human users, have been investigated
in the automated procedure.

Keywords: aggregator; primary frequency reserve; LED lighting; demand response; NarrowBand-
Internet of Things (NB-IoT); ancillary service

1. Introduction

Demand response (DR) refers broadly to techniques for managing power consumption
to balance the power grid. One categorization can be made based on whether the DR is
planned of time or whether it is triggered in real time to react to an imbalance that has
already occurred in the power grid. The latter category includes ancillary services, such
as the rapid activation of power producing or consuming units for the purpose of coping
with grid frequency deviations [1]. Markets for procuring such frequency based ancillary
services are operated by independent system operators (ISOs) in the US and transmission
system operators (TSOs) in many other regions of the world [2]. Although different names
are used in different regions of the world, the fastest acting frequency reserves are generally
called primary frequency reserves (PFR). As fossil fuel-based generators are being replaced
with wind and photovoltaic production, the resulting reduction in grid inertia is becoming
a threat to power system stability under the existing allowable delays for PFR [3]. TSOs
in Finland, Sweden, Norway, and Denmark are among the first to react to this problem
by new specifications for a joint PFR market frequency containment reserves for normal
operation (FCR-N) [4]. In most European countries, FCR is the name of the PFR market.
In northern Europe, there are two such markets: FCR-N and FCR-D. FCR-N is activated
when the frequency deviates outside the 49.99–50.01 Hz range. FCR-D is activated only
when the frequency deviates outside the 49.9–50.1 Hz range. The specification [4] provides
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the detailed technical requirements for both markets. The new specifications will be used
in an upcoming piloting phase, and they differ from the current specification, which does
not specify real-time requirements for how power production or consumption should be
adjusted in response to grid frequency deviations [5]. The new specifications introduce
two new kinds of requirements: dynamic performance requirements and stability require-
ments [4]. To bridge the gap between research, development, and implementation, this
paper will investigate the impact of the new requirements on the real-time considerations
that must be taken into account by developers and implementers of PFR with distributed
energy resources. It is expected that uptake of research by the developer community will
be higher, if research prototypes have been assessed according to such requirements.

PFR have traditionally been provided by fossil fuel based spinning reserves [6]. In
the last years, a growing body of research has emerged for exploiting various intelligent
distributed energy resources for PFR [7]. Only a minority of these, such as [8], consider the
impact on the stability of the power grid. As the performance requirements and stability
requirements from TSOs are very new [4], there is a lack of research on how to meet these
requirements with intelligent distributed energy resources.

Each type of intelligent distributed energy resource has its own constraints that must
be taken into account when using them for PFR. The FCR-N technical requirements [4]
specify two categories of distributed energy resources that can be used to provide the
reserve: distributed generators and controllable loads. The specifications for these are
mirror images of each other. For example, in overfrequency situations, a generator should
reduce its generation whereas a controllable load should increase its consumption. This
paper will focus on the case of a controllable load. In this paper, light emitting diode (LED)
lighting will be taken as an example. One of the breakthroughs of LED technology is the
ability of LED luminaires to undergo frequent power adjustments without adverse effect
to the lifetime of the luminaire. This ability has prompted the development of intelligent
lighting networks that react to changes in environmental conditions and traffic [9], with
applications for indoor [10] and outdoor [11] lighting. However, the dimming must be
executed without causing unacceptable disturbance to humans [12]; in this paper the use of
a ramp for dimming and brightening the LED luminaire will be investigated with respect
to the PFR performance requirements and stability requirements.

If PFR are being provided through the aggregation of geographically distributed
energy resources, communication delays should also be taken into consideration to ensure
that PFR performance requirements and stability requirements are met. In the case of a
system with a high number of small loads, aggregating them over the Internet for the
purpose of providing PFR is a viable strategy [13,14]. For low power IoT applications,
narrowband-IoT (NB-IoT) is an economical communication solution between the aggrega-
tor and the energy resources. The observed latencies in the range 2 to 8s are sufficient for
demand response applications in general [15], and this paper will investigate the impact
of such delays on meeting PFR performance requirements and stability requirements. If
sufficiently low latencies cannot be achieved, it is possible to avoid the need for real-time
communication between the aggregator and the resources by installing grid frequency
measurement equipment alongside each distributed energy resource [16]. However, a sig-
nificant cost is involved in such installations, which is difficult to justify against the typical
price levels from PFR markets [17,18], so there is motivation to investigate affordable IoT
communication solutions with adequate real-time performance for PFR. This paper makes
the following contributions:

1. Significant manual work is required to run the prequalification tests specified by the
new Nordic TSOs PFR performance requirements and stability requirements [4]. A
methodology for automating this process is presented;

2. Several kinds of distributed energy resources are advantageously adjusted with a
ramp, to avoid disturbance to humans or strain to the resource. The impact of using
various ramp rates is studied with respect to PFR performance requirements and
stability requirements [4];
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3. Communication delays are injected to the system to identify acceptable delays with
respect to PFR performance requirements and stability requirements [4].

2. Related Work

Many innovative applications for distributed energy resources lack regulatory or
financial motivation to consider impacts on grid stability. For example, Nefedov et al. [19]
optimize the use of local photovoltaic production and local battery storage simply to
minimize kWh of electricity bought from the grid. Lu et al. [20] note that demand response
schemes based on day-ahead prices are not suited for reacting to unforeseen variations in
grid conditions. A partial consideration of grid impact involves reduction in peak demand
as part of a demand response scheme [21]. However, demand response solutions are prone
to causing consumption peaks before or after the demand response period, unless specific
countermeasures are taken [1,22].

Since PFR react to grid frequency variations in real-time, developers of PFR applica-
tions obviously need to consider real-time grid impact. Unfortunately, until recently, PFR
market operators have underspecified real-time performance requirements (e.g., [5]), so
these are not explicitly addressed by some papers on PFR (e.g., [23]). Other authors apply
heterogeneous approaches for real-time grid impacts assessment. Lee et al. [24] analyze
the impact of large-scale deployment of battery reserves to reduce frequency volatility.
Although this demonstrates some beneficial grid impacts, these works do not address PFR
market operators’ technical requirements. Liu et al. [8] quantify impacts in terms of rate
of change of frequency (ROCOF), which is important from the perspective of complying
with grid codes, but not directly related to PFR technical requirements. Further, significant
portion of research considers only stationary requirements and simplistic time-domain
dynamic requirements, such as time until partial or full capacity activation or energy
exchange during a specified time frame following frequency deviation. Such examples
include [25–27].

The stationary requirement of FCR (i.e., the European PFR market), is considered in
applications for paper mills [28], heat pumps [29], battery storages [30,31], wind power [32],
refrigerators [33], and uninterruptible power supply (UPS) systems [34]. Similar work
has been completed with battery storages for the UK PFR market (Enhanced Frequency
Response) [35]. These approaches satisfy current specifications, e.g., [5], but do not con-
sider dynamic performance requirements and stability requirements that TSOs are piloting
at the time of writing [4]. Validation against these new requirements necessitates empirical
validation by measuring power output in response to test frequency signals [36]. Neither
of these approaches can be integrated in a straightforward way to the multi-objective opti-
mization approaches used in the previous works [28–32]. However, the control approaches
based on logic algorithms [35] and proportional integral–derivative (PID) control [33] could
be more applicable to the new validation procedures [36], which could inform the adjust-
ment of the control parameters, until the validation is passed. Such an approach would
require frequent repetition of the validation procedures at research and development time,
which motivates the contribution 1 in Section 1 related to automating these procedures.

The PFR research community has not yet addressed the possibility of incorporating
automatic testing of real-time requirements in the research and development phase. It is no-
table that implementations must satisfy all TSO specified requirements in order to receive
permission to participate on the PFR market. Automatic validation of these requirements
throughout the lifecycle of the system, starting from the research phase, would significantly
help bridge the gap between research, development and implementation, as discussed fur-
ther in Section 6. It is notable that automatic testing has established itself in other technical
disciplines. In the software community, techniques for automatically running a suite of tests
is called regression tests [37–39], and sophisticated tools for this purpose are available [40].
A development style in which regression testing is used for continuous validation is known
as test-driven development [41], enabling the early detection of features that would be
considered faults in the implementation phase [42]. However, the application of these
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techniques to the smart grid domain is not straightforward, due to the need to control
and measure physical devices and systems. Researchers in the industrial automation
domain have applied regression testing [43,44] and test-driven development [45–48], and
other similar approaches [49,50] in such an environment. With respect to contribution 1 in
Section 1, the system and methodology presented in this paper can be seen as an automated
regression testing environment for systems being researched, developed, and implemented
for PFR markets. Thus, this research enables further research on test-driven development
to further bridge the gap between research, development, and implementation in this area.

3. Methodology
3.1. Requirements

In this article, power refers to active power. The TSOs specify their requirements for
PFR in terms of active power [4].

3.1.1. Stationary Performance Requirement

If, at any moment in time, power production exceeds power consumption, the power
grid frequency will exceed the rated frequency, which is 50 Hz in northern Europe. Similarly,
when consumption exceeds production, frequency will drop below 50 Hz. The purpose of
PFR is to quickly react to such deviations and to adjust power production or consumption so
that the frequency will be brought back to 50 Hz. The magnitude of the adjustment should
be proportional to the magnitude of the frequency deviation. FCR-N specifies this as a
stationary performance requirement. The requirement is given for power generators, so that
generation should be reduced when frequency exceeds 50 Hz and that generation should
be increased when frequency drops below 50 Hz. The specification states that the behavior
should be vice-versa for controllable loads participating on FCR-N, so the requirement in
Figure 1 has been constructed by mirroring the requirement for generators presented in [4].
The blue line is the mandatory target response, and the shaded area specifies the region
of permissible outcomes. Deviations away from the blue line within the shaded area are
expected, if the system is controlling relay connected loads. This stationary performance
requirement is very similar to the requirements that are currently in force [5]. However,
Figure 1 does not capture an element of time, so innovative solutions for providing PFR
with distributed energy resources may have an adverse effect on the stability of the grid,
even if they are in compliance with the stationary requirement. For this purpose, the new
specification [4] introduces additional dynamic performance requirements and stability
requirements, which are not present in the specification that is currently in force [5].

3.1.2. Dynamic Performance Requirement

The dynamic performance requirement is defined by Equation (1), where s is the
complex frequency, F(s) is the transfer function of the system of distributed energy re-
sources that have been aggregated to provide FCR-N, Gavg(s) is the transfer function of
the power system and D(s) is a transfer function describing the disturbance profile that
FCR-N shall balance. ∣∣∣∣ Gavg(s)

1− F(s)Gavg(s)

∣∣∣∣ < ∣∣∣∣ 1
D(s)

∣∣∣∣ (1)

The transfer function of the FCR-N providing system of distributed energy resources
is determined on the basis of tests in which sinusoidal test signals are compared with
sinusoidal output signals. The sinusoidal input is generated by signal generator hardware
or alternatively in software. In case of a hardware generated signal, a frequency measuring
device measures the signal and then provides the measurements to the controller of the
FCR-N resource. However, a software-generated signal is used directly as the input to
the controller.
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Figure 1. FCR-N stationary performance requirement (adapted from [4]).

Active power is measured at a sampling rate of at least 5 Hz, as required by the
specification [4], and recorded into a log file for subsequent analysis. Each test must run
until at least five periods of stable sinusoidal output have been measured and logged.
Seven tests must be performed, so that the time periods for the sinusoidal inputs shall be
10, 15, 25, 40, 50, 60, 70 s, respectively. Henceforth, such a group of tests, as required by the
specification [4], is referred to as a test sequence. A least-squares fit is performed for each
sinusoidal output in order to determine the gain and phase shift with respect to the input.
The sine function that is fitted to the active power measurements is of the form

y(t) = Asin(
2π

T
t + φ) + Psp, (2)

where A is the gain, φ is the phase shift, T is the time period of the input and Psp is the
active power setpoint, which refers to the target power corresponding to the nominal
grid frequency of 50 Hz. Thus, gain and phase shift are free variables in the least-squares
problem and the best fitting values can be searched for by numerical optimization methods.
Figure 2 shows an example least-squares fit to active power measurements.

The gain and phase shift values define the frequency response of the FCR-N providing
entity for a finite number of input frequencies. A Bode plot may be constructed from
the frequency response data, enabling visual assessment of the dynamic behavior of the
FCR-N providing entity. An ideal FCR-N providing entity has unity gain and minimal
phase shift for each input frequency, indicating rapid and precise activation of reserve
capacity. However, reserve capacity activation is often imperfect and may have undesirable
impact on the power grid, since a FCR-N providing entity is in closed-loop with the power
grid as shown in Figure 3. In order for the closed-loop system to have sufficient dynamic
performance, Equation (1) must hold. The equation is applicable to frequency response data;
however, only for the input frequencies which were used in the sine in sine out tests. Thus,
the grid transfer function, Gavg(s), must be evaluated at these input frequencies. Evaluation
of the left-hand side in Equation (1) then provides closed-loop frequency response data,
which is linearly interpolated. Then, the gain is computed for all frequencies. The gain for
each input frequency, including the interpolated frequencies, must be less than the gain of
the disturbance profile defined on the right-hand side of Equation (1).
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Figure 2. An example least-squares fit (orange curve) to reserve active power measurements (green
curve). The blue curve is the sinusoidal input signal.

Figure 3. Setup for validation of requirements (adapted from [4]).

Dynamic performance is additionally assessed with a step test. In the step test, six
step inputs are injected to the system and the step responses are logged. The applied step
inputs are from 50.00 Hz to 50.05 Hz, 50.05 Hz to 50.00 Hz, 50.00 Hz to 49.90 Hz, 49.90 Hz to
50.00 Hz, 50.00 Hz to 50.10 Hz, and 50.10 Hz to 50.00 Hz. The first two steps are performed
to include the effects of any backlash [36]. For the remaining steps, four quantities of
interest must be determined: activated power and energy 60 s after the input, activated
power 180 s after the input and steady-state power. In order to pass the test, the following
conditions must be satisfied for each of these steps [36].

1. |∆P60s| ≥ 0.63|∆Pss|
2. |∆P180s| ≥ 0.95|∆Pss|
3. |∆E60s| ≥ 24s|∆Pss|

3.1.3. Dynamic Stability Requirement

The dynamic stability of reserves participating in FCR-N and FCR-D is assessed with
a Nyquist plot constructed for the open loop system F(s)G(s), where F(s) is the transfer
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function model of a FCR-N reserve resource and G(s) is the transfer function of the power
grid. The dynamic stability requirement is satisfied if the Nyquist plot does not cross the
real axis on the left-hand side of the Nyquist point or enter the circle with a radius of
0.43 centered at the Nyquist point.

3.2. Setup for Validation of Requirements

Figure 3 shows a conceptual view of the setup used to validate the requirements. An
aggregator is responsible for controlling a group of distributed energy resources according
to the requirements in Section 3.1. The input to the aggregator is a frequency signal. In
validation mode, the aggregator receives an artificially generated signal, which may be
generated either by software or by a signal generator device [36]. In this paper, a software
generated signal will be used. It is notable that there is no feedback connection from the
power grid. Once the system has been validated, the aggregator switches to using a signal
generated by a power grid frequency measurement device.

The specification [4] requires that the frequency measurement has an accuracy of at
least 10 mHz and a resolution of at least 1 mHz. These requirements are satisfied by the
device in question (Sicam P50) [51]. Accuracy of the power measuring IC is sufficient (ap-
proximately 0.5% at 25 °C [52]), whereas resolution is approximately twice the requirement.
However, percentage resolution is of little relevance as the controllable loads have such a
low rated power.

In our research, the validation setup does not use any communication links that
are unreliable. The setup has been designed so that the latencies for transmitting any
control signals are negligible. For testing purposes, the ‘Test automation’ unit launches the
reserve system defining an artificial latency parameter. Then, during system operation,
received network messages are delayed by suspending the message handling thread for
the specified duration. Once the thread continues execution and processes the received
message, a response message may be created. Sending of the response message is then
delayed in the same manner.

3.3. Validation Methodology

Validating the requirements in Section 3.1 on the setup in Section 3.2 requires the
generation of a large number of test frequency signals, recording the output power, storing
the values, performing the computations and plotting the outcome. In this section, an
automated procedure is presented (contribution 1 in Section 1). The procedure is first
performed so that the power adjustment is performed immediately according to Figure 1.
Since the immediate adjustment may stress devices or irritate human users, a gradual
adjustment with a ramp will be investigated next. Several ramp rates are investigated
to identify the slowest ramp which is still acceptable with respect to the requirements in
Sections 3.1.1 and 3.1.2 (contribution 2 in Section 1). Finally, latencies will be artificially
injected to determine the maximum allowable communication latencies between the grid
frequency measurement device, aggregator, and geographically distributed resources
(contribution 3 in Section 1). Sultania et al. [15] found that NB-IoT enabled devices can be
controlled for demand response purposes with a maximum latency less than 8 s and 2 s,
within a deep-indoor environment and an outdoor environment, respectively. Thus, our
setup will investigate latencies of up to 10 s.

Figure 4 presents a unified modeling language (UML) activity diagram that defines our
automatic procedure for conducting the tests in the setup introduced in Section 3.2. In the
activity diagram notation, the vertical partitions are swimlanes and they map the activities
in the partition to the component named at the top of the partition. These are the same
components as in Figure 3. Under ’Distributed energy resources’, two groups of resources
are shown by way of example. Such a grouping is used in our case example. A validation
process begins when the test automation unit initializes the aggregator and sets the artificial
latency and other parameters, such as the slope parameter associated with the ramp
controller. The unit also initializes the software-based signal generator, which generates
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the sinusoidal test input signals. The aggregator then initializes the distributed energy
resources over a network and waits until the resources respond, indicating successful
initialization. The aggregator will then run a control loop at least with the cycle time of
5 Hz. The test automation unit logs each test in a CSV-file, and upon detecting the end of a
test it reinitializes the software-based signal generator. If a test sequence is finished, then
the aggregator is also reinitialized with different parameters. After each test sequence has
been finished, the log files are processed and analyzed. Finally, a report summarizing the
test results is constructed.
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Figure 4. UML activity diagram depicting the validation setup introduced in Section 3.2.

As discussed in Section 3.1.2, each test sequence consists of seven tests: one step and
six sine in sine out tests. The test sequence is performed multiple times with different
reserve system parameters.

4. Experimental Setup

The experimental setup, shown in Figure 5, consists of two groups of distributed
energy resources. Each group consists of five individual on–off controllable LED lumi-
naires (Figure 6b), relays that switch them on or off (Figure 6c), a Raspberry Pi embedded
computer and a current sensing device, which continuously computes the total power con-
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sumption of the five LED luminaires (Figure 6b). In addition, aggregation and frequency
measurement are performed by separate subsystems. The aggregator consists of a single
embedded computer, which can be seen at the bottom left corner in Figure 5. Frequency
measurement is performed by a dedicated device, shown in Figure 6a, which is used in the
operational system but not in the validation phase. The measurements are preprocessed
by an embedded computer, which communicates the measurements to the aggregator.
Communication happens over a low latency ad-hoc network (layer 2 network switch seen
in Figure 5). In order to simulate higher latencies, such as what may occur with NB-IoT,
latencies are injected in software to all messages that cross from one embedded computer
to another.

Figure 7 shows the experimental setup in a block diagram. Digital control signals are
exchanged between the aggregator and the embedded computers. Measurements are read
over I2C or RS485 Modbus buses in the case of power and frequency, respectively. These
signals are denoted by the digital measurement signal. An electrical control signal is used
between the embedded computer and the relay module to emphasize that the GPIO is
energizing the relay coils.

The testbed is used in two different modes:

1. The relay contacts are permanently closed and all LEDs are continuously controlled
by a PWM LED driver;

2. The relays are controlled by the Raspberry Pi and the PWM LED driver supplies a
constant 12 V signal.

These two modes allow tests to be run with the ramp controller and the aggregation
logic on the same physical setup.

Figure 5. The experimental setup.
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Figure 6. Components of the experimental setup: (a) Sicam P50 [51] frequency measuring device.
(b) On–off controllable LED luminaires. (c) Relays that control the LED luminaires.

Power
measuring

device

Embedded
computer

Relay
module

LED LED LED LED LED

Aggregator

Embedded
computer

Frequency
measuring

device

Instance of a Distributed Energy Resource (DER)

Frequency measurement

Current

Digital control signal

Digital measurement signal

Electrical control signal

Figure 7. Block diagram of the experimental setup consisting of relay-connected distributed
energy resources.

Figure 8 specifies the ‘Aggregation/control’ activity of the ‘Aggregator’ in Figure 4.
The functions L(f) and U(f) are defined as the lower and upper bounds, respectively, of the
blue shaded area of Figure 1. To avoid clutter, Figure 8 is described for the <50 Hz scenario
of Figure 1. Extension to the >50 Hz scenario is straightforward. P() is defined as the total
reduction in power consumption from all of the resources that have been disconnected
by opening the relay of the resource. P() is expressed as a percentage of the total power
capacity specified in the bid that was made to the frequency reserves market. Thus, Figure 8
specifies the real-time operation of the relays in order to ensure that P() never exceeds U(f)
and never goes under L(f), where f is the power grid frequency measurement obtained
either from the ‘Grid frequency measurement’ or ‘Generated frequency signal’ of Figure 3.
N is the number of reserve resources under the control of the aggregator. The resources
are placed in an ordered list, so that the index i is used to refer to the ith element of the
list. i = 0 corresponds to the first element of the list and i = N− 1 corresponds to the last
element of the list. Any ordering may be used. The functions Available(i), InUse(i), P(), and
deadband() referred to in Figure 8 are defined as follows:
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• Available(i) is defined as a function that returns true or false depending on whether
reserve resource i is currently available for frequency control, so that the aggregator
has permission to request an operation of its relay;

• InUse(i) is defined as a function that returns true if the aggregator has opened the
relay of resource i (denoted in Figure 8 as relay_i) and false otherwise;

• P() is defined as the total power consumption of all of the resources for which InUse(i)
is true;

• deadband(f) returns true if the current grid frequency is within a deadband around
50 Hz at which the technical specification of the market does not require any action to
be taken.

Figure 8. Aggregation of relay-connected distributed energy resources, presented by a UML
activity diagram.

The testbed discussed above involved relay control of on–off relays. Additionally,
another version of the testbed was implemented with continuously controllable adjustable
LEDs. Continuous control of a LED reserve is implemented with a pulse width modulation
(PWM) LED driver, which adjusts the target power consumption for the LEDs with a
ramp when frequency deviations occur. The slope of the ramp determines how fast the
controller is able to react to frequency deviations. A large slope may have a positive impact
on the results of the dynamic performance and stability tests; however, frequent changes in
luminosity may irritate human users, and, hence, it is beneficial to investigate the impact of
different values of the slope to validation results. A constant slope is desirable as it avoids
moments of large rate of change of luminosity, but a constant slope can cause unwanted
oscillation around the target active power when power measurements are fed back to the
controller. Thus, the control algorithm implements P-control when it is within 10% from
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the target power. Figure 9 shows an example step test with a slope of 1% reserve capacity
per second and no injected delays.
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Figure 9. Step response of the continuously controlled LED, where the linear control curve has a
slope of 1% (capacity activation per second).

5. Results

Figure 10 shows Bode plots generated by running multiple test sequences on the
aggregated system of relays. The plot depicts how the frequency response of the FCR
system changes as the injected latency is varied. The injected latencies were chosen,
such that round-trip delays (RTDs) were 0, 1, 2, 3, 4, 5, 6, 7, 8 s. The Bode plot reveals that
magnitude is essentially unaffected by the delay. This is to be expected when the aggregator
does not require acknowledgement of a received control message. The rate at which the
aggregator is able to send control messages is unaffected by the delay; however, the
frequency and power measurements received by the aggregator, and the control commands
received by the DERs are delayed, resulting in noticeable phase shift relative to the input,
especially at high input frequencies.

Figure 11 shows the impact of injected latency to FCR dynamic stability. As per the
requirements discussed in Section 3.1.3, the test sequences with RTD of seven or eight
seconds did not pass the stability test. The former test sequence failed because the curve
enters the stability circle centered at the Nyquist point. The latter crosses the real axis on
the left-hand side of the Nyquist point.

Figure 12 shows the impact of injected latency to FCR dynamic performance. The
aggregated system of relays has good dynamic performance for all values of the injected
delay, partly because the gain is unaffected by the latencies. The sine test with 10 s period
results in slightly higher gain in the test sequence with a RTD of seven seconds. In the open
loop Nyquist plot this particular frequency response data point has 180° phase shift and
almost unity gain, which results in positive feedback when the loop is closed.
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Figure 10. Multiple Bode plots depicting the impact of injected latency to FCR frequency response
(phase in radians).

Figure 11. Aggregated plots showing the impact of injected latency to FCR dynamic stability. Each
point in the complex plane describes the open loop frequency response for an input signal with the
time period indicated by the annotation attached to the point.

Figure 13 shows Bode plots generated by running multiple test sequences on the con-
tinuously controllable LEDs. A ramp was used to achieve gradual dimming or brightening
of the LEDs. The effect of RTD to magnitude is negligible, whereas a larger slope for the
ramp results in higher gain as would be expected, since the response is able to track the
input signal faster. For all tested slopes, the gain almost vanished with the lowest time
period. In the phase plot, only RTD has significant effect on the curves: higher RTD results
in larger phase shift, especially at high input frequencies.
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Figure 12. Aggregated plots showing the impact of injected latency to FCR dynamic performance.

Figure 13. Multiple Bode plots depicting the impact of injected latency and slope of the ramp
controller to FCR frequency response (phase in radians).

Figures 14 and 15 show the impact of the injected latencies and slope of the continuous
(ramp) controller, described in Section 4, to dynamic performance and stability test results.
All tests pass the dynamic stability criterion. However, for continuous control of a LED
according to a constant-slope ramp function, the step tests fail before any of the tests based
on frequency-domain analysis. The slope must be greater than 1% of the reserve capacity
per second, since it is required that 63% of the steady-state power activates within one
minute after a step input. Hence, only slopes greater than or equal to 1% were investigated.
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Figure 14. Aggregated plots showing the impact of injected latency and slope of the ramp controller
to FCR dynamic stability.

Figure 15. Aggregated plots showing the impact of injected latency and slope of the ramp controller
to FCR dynamic performance.

Dynamic performance is clearly worse than in the system of aggregated relays, but
the closed-loop gain is still well below the requirement curve, as seen in Figure 15. For
test signals with greater time period, the slow ramp leads to slightly decreased dynamic
performance, i.e., the dynamic performance curve becomes closer to the requirement curve.
RTD seems to have negligible effect on dynamic performance. The dynamic stability
requirement is likewise satisfied for all tests. However, Figure 14 reveals that the injection
of a two second RTD shifts the phase of the open-loop system such that the Nyquist-curves
are rotated anticlockwise towards the left-half side of the complex plane indicating slightly
worsening stability. However, the points remain in the right-hand side of the plane or
very close to the imaginary axis, and, thus, the stability requirement is satisfied. Higher
slope results in larger gain, and, hence, increasing RTD and slope simultaneously could
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eventually lead to instability, if the observed trend continues so that the Nyquist-curves
would rotate more towards the critical point, and the gain for low time periods increases.

6. Discussion

Section 2 has reviewed the body of research on PFR and pointed out a gap between
research and implementation. In the majority of papers, it is not clear what the real-
time performance requirements are and whether the solutions would satisfy the real-time
requirements of a TSO or ISO. This paper has contributed to bridging the gap between
research and implementation through the 3 contributions listed in Section 1:

1. An automated validation methodology has been presented, satisfying the various
real-time performance requirements specified by a coalition of four European TSOs.
This is offered as a benchmark to other researchers developing PFR applications. In
order to repeat the procedure for a different type of energy resource, the user only
needs to replace the ‘Distributed energy resources providing FCR-N’ and ‘Aggregator’
components of Figure 3;

2. The slowest permissible ramp rate for adjusting power consumption is identified. It
is notable that each type of energy resource will have different dynamics which may
differ from the LED luminaires studied in this article. However, once the reader has
replaced the resource specific control logic, as discussed in bullet 1, the automated
methodology presented in this paper can be used to perform the tests and identify
the slowest permissible ramp rate for the type of energy resource being investigated.
The result of our experiment was that reasonably parameterized PFR systems could
fail the new PFR dynamic requirements, so the matter is of practical significance to
designers and implementers;

3. The maximum allowable communication latency was identified experimentally in
the case of LED lights that were adjusted immediately. It is notable that the outcome
of the tests will also depend on the dynamics of the type of energy resource, and
that other types of resources may adjust their power consumption more slowly than
LED lights. Thus, once the reader has replaced the resource specific control logic,
as discussed in bullet 1, the automated methodology presented in this paper can be
used to perform the tests and identify maximum allowable communication latency
for the type of resource in question. The result of our experiment was that in some
circumstances, the dynamic performance requirements can fail with latencies that
have been reported in the literature for NB-IoT systems.

7. Conclusions

Running the experiments described in bullets 1–3 of Section 5 is helpful for bridging
the gap between research, development, and implementation. It is possible to determine
whether the PFR specifications can be met, and whether the power consumption can
be adjusted gradually in such a way that does not prematurely shorten the lifespan of
the device or irritate human users. It is also possible to assess whether an inexpensive
low-power communication medium, such as NB-IoT, will be adequate, or whether it is
necessary to invest into, for example, 4G or 5G connections. Identifying such factors in
research will have the following benefits:

1. Development and implementation proposals can be rejected without investing money
to development and research, if research has determined that a proposed novel PFR
application cannot meet all PFR real-time requirements;

2. Experts on the specific type of energy resource can be consulted in the research phase,
to determine whether or not the proposed control actions are too rapid from the
perspective of premature wearing out of the resource;

3. Experts on user comfort and user acceptance can be consulted in the research phase
to determine whether or not control actions will be perceived as being too abrupt
by users;
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4. Investment into further development is much more likely if a credible research setup
has not revealed fatal problems with respect to bullets 1–3. Development resources can
be allocated to overcome any minor problems identified with respect to bullets 1–3;

5. Communication technology requirements can be well understood in the research
phase. This will guide the choice of a suitable communication technology in the
development phase. The feasibility of the system, from the perspective of communi-
cations related cost and energy consumption, can thus be assessed before starting the
development effort;

6. Implementers will need to prequalify their PFR system before PFR market participa-
tion is possible. This can be completed easily, using the automatic setup that has been
used in the research and development phase. Any major problems that are found in
the implementation phase are very costly for the development effort, if fundamental
redesign is needed to meet regulatory requirements. The opportunity to automatically
validate the system in research and development phases is expected to significantly
mitigate this risk.

LED lights were chosen for demonstration purposes, since it is easy for onlookers
to see the effect of the PFR control and to assess whether rapid control actions would be
considered disturbing. Further, LED lights can be rapidly adjusted without adverse effects
on the lifetime of luminaires, so the testbed could be constructed without implementing
constraints that are specific to the type of load. However, such considerations are an
important area of further research. HVAC loads are category of energy-intensive loads
with significant PFR potential, but such loads have constraints to how often and rapidly
they could be controlled, so further research on their feasibility for PFR is needed. For
example, a chiller cannot be turned on and off many times per hour. However, if the chiller
employs a variable speed compressor, PFR control of the compressor could be feasible.
Unlike LED lights, in which the impact on the indoor or outdoor environment is immediate,
the effect of PFR control of HVAC on the indoor environment is delayed due to the thermal
mass of the building, and these delays can vary from one building to the next. In addition
to HVAC, electric vehicle chargers are an interesting application area for PFR. From a
power electronics perspective, meeting the PFR performance and stability requirements is
possible. However, the impact of the PFR control actions on battery degradation is an area
of further research.
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