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Abstract: This paper discusses the proper selection and interpretation of aggregated control perfor-
mance indices values mirroring the quality of electrical energy generation by a turbine-generator
set cooperating with a power system. Typically, a set of basic/classical and individual indices is
used in energy engineering to ensure the mirroring feature and is related to voltage, frequency and
active or reactive power deviations from their nominal values desired in the power system. In this
paper, aggregated indices based on the sum of weighted integral indices are proposed, verified and
built based on the well-known indices originating from control theory. These include an integral of
the squared error (ISE) and an integral of the squared error multiplied by time (ITSE), applicable
whenever an in-depth analysis and evaluation of various control strategies of the generation system
is to be performed. In the reported research, the computer simulation tests verified their effectiveness
in assessing the generated electricity on the example of a turbine-generator set controlled using a
predictive control technology as well as applicability, proven by numerous simulation results to
take various and different in nature requirements into account efficiently, in the form of a single
aggregated index.

Keywords: system stabilizer; power system; model predictive control; recursive least squares;
parameter estimation; synchronous generator

1. Introduction
1.1. Preliminaries

The energy policy of the European Union forces progressive modernization changes
in the structure of generation sources in power systems related to reducing the impact of
energy on the environment, especially for technologies related to the energy combustion of
fuels. The generation system in Poland is based 70% on coal-fired power plants. Due to the
high emissivity of these sources and the high costs of the fluid gas treatment installation,
the Polish Energy Policy by 2040 [1] aims to introduce progressive changes in the energy
generation structure. According to the assumptions [1], the transformation of the generation
system in Poland is to be based on the replacement of conventional power plants with
renewable energy sources and nuclear energy. The first block of the nuclear power plant
with a capacity of 1–1.6 GW is to be commissioned in 2033, for which the location was
already selected at the end of 2021. The government company, Polish Nuclear Power
Plants, selected the coastal location of Lubiatowo-Kopalino in the Choczewo commune in
Pomerania for the first nuclear reactor [2]. In the following years, it is planned to launch
another five such units at intervals of 2–3 years. As for renewable energy sources, it is
expected that by 2040 the installed capacity of renewable sources will increase almost twice,
from the current 15% to 28.5% [3]. However, due to rapid climate changes, the transition
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towards a non-nuclear renewable energy system remains a major political challenge, which
can be made even worse by increases in energy supply chain uncertainty given rise by the
shift away from fossil fuels [3]. The described development activities are aimed at replacing
the shut down of conventional power plants in a way that conditions the fulfillment of the
power balance in the system, as well as a significant reduction in the national emission
of greenhouse gases and air pollutants. However, from the point of view of introducing
a significant share of renewable sources, it is necessary to take the stochasticity of their
work and significant fluctuations in generated power into account, which are associated
with the need to equip classic coal or nuclear units with modern control systems capable
of responding to dynamic changes in the power generated in the system power industry.
Therefore, the optimization and analysis of dynamic responses of power unit control
systems is a critical issue from the point of view of the planned development and upgrade
in the generation structure of the Polish Power System. The latter has been carried out in
the reported application by the use of integral-based performance indices.

There is a number of indices for evaluation of electrical energy quality, which differ in
their nature and allow simultaneous, and yet independent from one another, evaluation
of various characteristics of the electric power generation process. In the case of control
system design, a single performance index is usually needed to clearly mirror the control
quality. Introduction of the indices is, however, necessary both for the evaluation of the
operation of control systems and the synthesis of controllers.

The aim of the research work described in this paper is to find the index which is
related to a set of those used hitherto, as per relation to the same phenomena, and which is
at the same time useful for implementation and analysis of control systems.

As the quality of electrical energy is a major factor when the development of modern
societies is concerned, as well as there is a growing demand on the generation of elec-
tric power in accordance with the speed of economic development of societies, one can
clearly identify a growing need to increase power plants’ efficiency and improve electrical
energy quality.

In order to develop solutions improving this quality, it is necessary to have appropriate
methods for their assessment. Thanks to the suitably selected indices, it is possible to
compare solutions and seek the superior one which satisfies all the requirements. Currently,
various indices are used, derived from the control theory and energy engineering. To
facilitate the synthesis and analysis of control systems, one aggregated index is needed.
This article proposes to use the integral of the squared error (ISE) or integral of the squared
error multiplied by time (ITSE) indices as candidates to mirror the quality of operation of
the turbine-generator control system. Obviously, the performance of the turbine-generator
control loop is a function of a suitable design and tuning of its controller.

In addition, as far specific characteristics of a turbine-generator set are concerned,
using the proposed control method (by appropriate tuning of performance indices) clearly
leads to improvement in the quality of energy generated by the turbine-generator set. It
reduces rotor speed fluctuations in dynamic conditions for arbitrary load changes or for
changes in a shaft torque, being typical cases in the system with renewable energy sources
present. A proper tuning of controllers is followed by the possibility to fix the properties of
transient- and steady-state performance in closed-loop systems [4]. To be able to evaluate
the properties of such systems in a qualitative manner, performance measures need to be
introduced first. These should be related to the desired properties of specific responses,
and thus should be expressed in terms of both transient- and steady-state performance [5].

The obtained closed-loop system, after tuning, is a result of a compromise between the
aforementioned factors, as usually steady-state error rejection is the adverse requirement
with respect to the stability margins one, and it is impossible to meet contradictory aims
simultaneously [6]. A shortlist of these might include: good regulation against disturbances,
desirable response to commands, maintaining low amplitudes of critical signals, etc. To
override this problem, it is advantageous to introduce integral performance indices to
conveniently mirror the performance of the control system [7].
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The integral indices assessing the control performance are widely used at the opti-
mization stage in a minimization task of a selected performance-related cost function. To
make the results portable across various platforms and applications, asymptotic tracking is
usually evaluated for a span of different types of reference signals, such as a unit step, ramp
or parabolic inputs, as a basic control task in feedback systems [8]. In such an application,
the presented integral performance-related indices, using the information concerning the
tracking error in the closed-loop system, are used as quantitative measures of the control
quality. In this case, the attained minimum, coupled with selection of controller gains,
mirrors the fact that optimal control policy is obtained [9].

Typically, quality indices found in the literature focus either on long-term quality
assessment in order to analyze the network or on evaluating electric power suppliers.
In [10], the indices are proposed to analyze the quality of electricity every month to give
scores to different utility companies, whereas in [11], the authors analyze the situation
in the Italian power system in the long term, looking into the continuity of supply and
differences in quality between the north and the south of the country. In [12], the usage
of wavelet packet transforms to measure non-stationary power quality disturbances, and
in [13], wavelets are used to visualize time-varying power quality indices. Some authors use
probabilistic methods to assess the power quality using Markov models [14] or the Monte
Carlo method [15]. The authors of [16] use neural networks to classify the disturbances
occurring in the system offline. Paper [17] contains an overview of commonly used voltage
characteristics such as 10 min voltage and total harmonic distortion factor (THD) averages,
10 s frequency averages or 2 h long-term voltage fluctuation analysis. What is more,
the authors of [18] use machine learning and artificial neural networks to analyze the
power quality in a specific site using common parameters counted as 10 min averages as
input. The aforementioned approaches focus on a single power quality index (e.g., total
harmonic distortion). On the contrary, the global quality indices (GPQI) [19] proposed in
the literature are based on 10/15 min time frames for which quality indices are calculated
and then aggregated into a single index showing the global quality.

Despite a very valuable analysis of power quality indices, all of these approaches have,
unfortunately, general (site assessment and company assessment) and long-term (10 min,
months and years) focus and cannot be used in the case of control system analysis and
synthesis where physical processes occur within milliseconds. Therefore, a new approach
focused primarily on this particular issue is needed, which constitutes the motivation to
undertake the proposed research project. The proposed quality index is expected to be able
to properly assess power quality but at the same time must be useful for control systems
analysis, synthesis and parameter tuning.

The presented literature review shows some separation of electrical engineering from
control engineering. New publications in the field of control engineering analyze new
approaches in isolation from the specific case of controlling the turbine-generator set of a
nuclear power plant. Publications in the field of electrical engineering, in turn, focus on a
detailed analysis of individual energy parameters, or on a global analysis of energy quality
but over long periods of time. The presented article connects the achievements of control
theory with the achievements of electrical engineering, and thus fills a certain gap between
these areas. The conducted research is the starting point for further development of better
control systems in the power industry.

The main novelty of the solution presented in the paper is the use of global quality
indices with characteristics suitable for use in the synthesis of used control systems. The
presented solution takes the analysis of critical parameters from the point of view of
the control system of the turbine-generator set and analyzes the data taking very high
resolution into account. This is to correctly assess the quality of the control system and to
find the optimal controller parameters, which is not possible with the use of widely used
individual, classic quality indices.

The main contribution of the work is the confirmation that the integral indices of
electric power quality developed in this paper allow to determine the quality of the control
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system with a single value capturing its viable characteristics. This type of approach
significantly facilitates the analysis and synthesis of control systems. The model predictive
control technique was applied to control the turbo-generator set, and its synthesis is based
on the proposed indices.

The paper is structured as follows: Section 1.2 describes the electrical power quality
definition used within this paper. Section 2 discusses the problem including the description
of the power quality indices that can be found in the literature. Section 3 describes the
turbine-generator set control problem which is the basis for further considerations, while
Section 3.2 presents the proposed integral index. Simulation results of computing indices’
values for several control systems with different parameters are presented in Section 4. The
article ends with a conclusion resulting from the conducted research and lists the directions
for further research.

1.2. Electrical Power Quality

As per the selected subject of the presented research, it is to be mentioned that the
definition of energy generation quality depends on the loads considered and the way
in which energy parameter deviations affect their final values. The definition is very
customer-oriented, where a quality-related problem is defined as follows [20]:

Any power problem manifested in voltage, current, or frequency deviations that
results in failure or misoperation of customer equipment.

A few types of such quality problems can be found in the literature, for example,
see [17,21], among which one can list amplitude related, waveform disruption related,
balance related and frequency related (Figure 1).

Figure 1. Different disturbance types.

As a nearly perfect sine-wave, voltage is generated by the generator [20], the current-
and harmonics-related problems are omitted in this paper, since the turbo-generator set
control system has no influence on these quality problems, and hence, including these
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phenomena in the control-oriented indices would not result in any solution improve-
ment. Therefore, only voltage dips, swells, undervoltage, overvoltage, voltage fluctua-
tions and frequency variations are considered in the paper, (highlighted in bold in the
previous paragraph).

The turbo-generator set control system should not introduce such problems as they
can influence a large group of energy consumers [17], namely: CNC machines, adjustable
speed drives, personal computers, programmable logic controllers (PLCs), relays, contac-
tors, motor starters, fax machines, metal-halid and high pressure sodium lighting, telcom
switching equipment, electronic ballast fluorescent lighting, etc.

When solving voltage and frequency stabilization control problems resulting with no
disruptions in the electrical power system (EPS) given rise by the turbine-generator set, all
the considerations presented above must be taken into account. To ensure high quality
of stabilization, quality indices must be introduced to properly measure the results of the
controller’s actions, and mirror the expectations of the designer. From this viewpoint, the
power quality index for control purposes is defined in the paper as:

The index that can quantify the behavior of the power system assessing the scale
of power problems manifested in voltage, current, or frequency and that can be
used for control system synthesis and evaluation.

The next Sections describe the details of the introduced control problem and introduce
such control-oriented indices in a form of ISE/ITSE integrals.

2. Problem Description

Conditions of normal operation usually stipulate nominal values of signals from the
networked system. These have also been used here to construct performance indices
measuring the degree of deterioration from the expected conditions of work.

In contrast to the energy-generation perspective, the following time-related indices can
be listed from a control-engineering-oriented point of view among others from this discipline:

• Overshoot—the largest, transient, deviation from the voltage set point;
• Stabilization time—the time after which the error is smaller than a certain deviation εr;
• Rise time—the time for the controlled variable to rise from 10% to 90% of its final

value or ∆Y/∆t rise rate.

The instruction for operation and exploitation of the transmission network [22] gives
the value tr ≤ 0.3 s for the generator voltage controller Ug for εr ≤ 0.5% and a jump of
10% of the value and εp ≤ 10% at generator idle state and εp ≤ 15% at start-up, and the
regulation speed must be greater than 1.5 Un/s.

In the literature [23], one can also find a presentation of the criteria for assessing the
quality of regulation for electrical energy production, split into the following sub-criteria:

• Standard deviation
for which (1) is calculated for n measurements every 15 min during one month

δ =

√
1
n

n

∑
i=1

( fi − fref)2 ; (1)

• Amount and time of deviations greater than 50 mHz from the nominal frequency;
• Trumpet characteristics

must be met by the control system and are the requirement to contain the frequency
waveform inside the trumpet characteristic after a sudden load step change. The curve
is described by a pair of Equations (2) and (3),

H(t) = f0 ± Ae−t/T for t ≤ 900 s , (2)

H(t) = ±20 mHz for t ≥ 900 s , (3)

and defines an envelope-like bound on the transients where:
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t = 900 s is a stabilization time of 15 min;
the constant A defines the trumpet characteristic width factor depending on the
size of the power disturbance and the characteristics of the power system.

The Polish power system belongs to the European UCTE system, for which the above-
mentioned width of the trumpet characteristic is defined as (4).

A = 1.2
(
|∆P0|

αKfMW/Hz
+ 0.030

)
(4)

where:

α is a share of the regulatory area in energy production,
KfMW/Hz denotes the power frequency equivalent defining the change in power in
MW for a change in frequency by 1 Hz determined for the entire system.

On the basis of these requirements, it can be determined that with jumps of several
hundred MW (e.g., failure of a generating unit) the permissible temporary frequency change
is several dozen mHz, and after 15 min the deviation should be less than 20 mHz [23].

Additionally, a harmonic distortion can be evaluated by calculating the total harmonic
distortion (THD) factor [17], but as mentioned, this type of disruption is be analyzed for
control purposes in this paper.

In the literature, the aggregated global power quality indices (GPQI) can also be found.
In [19,24,25], two such indices are proposed and used in a form of:

• ADI— Aggregated Data Index;
• FDI— Flagged Data Index.

ADI is a sum of a set of quality parameters calculated in the 10-min time frames:

ADI =
7

∑
n=1

kiWi (5)

where:

i is the number of the quality index;
ki are the weights to balance all the components;
Wi are power quality parameters such as frequency change, voltage level, voltage
variation, flicker severity, voltage unbalance, harmonic distortion and voltage change.

The second index, FDI, is used to aggregate all the event-related quality problems, i.e.,
dips, swells and interruptions. This index determines in percent how many of the 10 min
periods were disrupted:

FDI =
f
n
× 100% (6)

where:

f is the number of the 10 min period with disruptions,
n is the number of all 10 min periods.

ADI and FDI are used in [19,24,25] for the network with distributed generation analysis.
The cons of this global power quality indices in this form are that they are calculated over a
longer period of time using long time frames and that they also include quality parameters
not essential for control purposes.

Therefore, for the control system synthesis, a more precise index is needed. The paper
proposes using the integral power quality indices that operate on the shorter time frames
and leverage only the control-related parameters. The integral indices assessing the control
performance are widely used in the controllers’ analysis and synthesis to optimize the
performance of the control system and—as a result of that—the whole controlled plant. As
mentioned above, optimizing the operation of nuclear power plants is an important issue
due to the dynamic development of renewable energy and thus control-oriented indices
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are needed to properly assess the power quality and performance of the plant. Said indices
are presented in the following section.

3. Model and Methods

The classic generator regulation system consists of an excitation controller; its task
is to maintain a constant value of the generator voltage and a power system stabilizer
(PSS). The additional system of the system stabilizer, through the correction of the set value,
minimizes the oscillations of the active power transferred to the power system caused by
the operation of the excitation controller. The system stabilizer generates an additional
control signal for the generator controller, which dampens potential electromechanical
oscillations and improves the dynamic stability of the turbine-generator set connected to
the power grid.

In most cases, linear generator controllers are used, which in majority are based on
the proportional–integral control (PI) principle. These systems are additionally equipped
with a number of modifications and artificial constraints as to ensure safe operation of the
turbine set. In addition, these systems receive voltage and power set values from external
control systems that ensure appropriate parameters throughout the whole electrical power
system (EPS) and appropriate load distribution between generating units.

The steam turbine works with a synchronous generator connected to the power grid.
The turbine PI controller regulates the active power of the generator by manipulating the
steam flow to the turbine and consequently affecting the torque on the assembly shaft. The
active power of the generator is proportional to the torque, so the supplied mechanical
energy and the received electrical energy must be in balance with the accuracy of losses—
mechanical, thermal and other.

On the other hand, a PI controller of a generator regulates the voltage at the generator
terminals by manipulating the excitation voltage (the non-linear relationship between
the controller signal and the rectifier voltage is compensated accordingly). As shown in
Figure 2:

Figure 2. Turbine-generator set with a control system connected to the power system through a
transformer and transmission line with heat reception.

Figure 3 presents a turbine-generator block diagram, where:

Pg—active power;
Qg—reactive power;
Ug—generator’s voltage;
Ig—generator’s current;
ωg—generator’s angular speed;
E f d—excitation voltage;
Us—Power system’s voltage;
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ωg—Power system’s voltage frequency;
p—steam pressure;
αs—control valve opening;
αu—steam vent valve opening for the heat generation;
ṁ—mass flow of the steam for heat generation;
αs—control valve opening.

As already mentioned in the study, appropriate models of simplified components
were used for the synthesis of the turbine set control systems. The starting point for their
development was the structure of the turbine set input–output model (Figure 3), which
input quantities were the control valve opening degree (α) and the generator excitation
voltage (E f d), respectively. The outputs can be listed as the power and voltage of the
generator (Pg and Ug), with the thermal load (Q) being treated as a disturbing input. Such
a departure naturally leads to the internal structure of a simplified model built on the basis
of four main information processing paths in the following input–output configurations:
α − Pg, α − Ug, E f d − Pg and E f d − Ug.

Figure 3. Inputs and outputs of the model.

3.1. Model Predictive Control

In this paper, instead of the typical integral-derivative blocks of the controller, the
quadratic dynamic matrix control (QDMC) variant of an MPC controller for the purpose of
control of a synchronous generator is suggested [26]. In order to obtain improved quality
in the closed-loop system, i.e., the quality in a control loop taking the performance of
the turbo-generator, some extent of the exchange in information between the quadratic
dynamic matrix controller and the environment form is required. This is performed by
introducing an additional signal between the controllers, i.e., rotational speed ω, active
power Pg or the steam turbine’s control valve opening degree α. In addition, in order to
also take the continuously changing setpoint of the system, a recursive least-squares (RLS)
algorithm is adopted here.

The proposed approach is not standard in the power generation industry or in power
plant control, though it offers an easy replacement to the PID control-based algorithms [26].
As per the optimized solution of the MPC problem, not only does it take a complete set of
plant-related constraints into consideration [27], but it also offers the optimal solution of
the defined control problem. Since this approach can be easily reconfigured (for example by
stipulating appropriate horizons of control, prediction, etc), the performance of the control
law can easily mirror the expected behavior of the closed-loop system. In this paper, the
parameters are adopted as to mimic the requested properties of the process.

The block diagram of the system consisting of a predictive controller (MPC) and the
recursive estimation scheme (RLS) is presented in Figure 4. The solutions obtained for this
considered control law, are compared among one another for various sets of configuration
parameters to distinguish between those offering poor, moderate and superior performance.
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Figure 4. Structure of a QDMC controller with RLS model estimation [26].

The linear step-response model of the process is used in classical QDMC methods to
estimate its future states [28,29]. Taking both free and forced response components for a
multi-variable system with s inputs and r outputs, the following model is considered:

y
k+1|k = y

k+1|k−1
+ A∆u k + yd

k+1|k, (7)

with sample number denoted as k and conditional estimate of the future sample as y
k+1|k.

The sought sequence of control signal updates calculated in m steps ahead is denoted
as ∆u k

∆u k = [(∆u1(k), . . . , ∆us(k)), . . . , (∆u1(k+m−1), . . . , ∆us(k+m−1))]
T , (8)

comprising m values for all s inputs. For the details of the derivation of the model, and
for the sake of brevity of this paper, please consult [30–33]. The optimal control update is
found by solving the following problem at every sample k [28,29]

min
∆uk

J = [yref
k
− y

k+1|k]
TΓ[yref

k
− y

k+1|k] + [∆uk]
TΛ[∆uk],

s.t. y
min
≤ y

k−1|k ≤ y
max

, (9)

∆umin ≤ ∆u k ≤ ∆umax,

umin ≤ u k ≤ umax,

with u k as a vector of control signals calculated on the basis of updates, Γ > 0 as a weight
matrix and Λ ≥ 0 as control update penalty term. The notation from Table 1 is used for the
described model.

Table 1. Notation used throughout the paper.

Feature Notation/Ranges Explanation

outputs y = [Pg, Ug, ωg] power, voltage, frequency
set values yref = [Pg,ref, Ug,ref, ωg,ref] reference power,

constant set voltage
and frequency values

control signals u = [α, E f d] control valve opening,
excitation voltage

constraints α ∈ [0, 100], E f d ∈ [−0.1, 0.1] minimum/maximum:
valve opening (0–100%),
excitation system voltage
(±10%)

The constrained quadratic programming task in (9) is used to calculate optimal control
updates, implemented to the plant on the basis of a receding horizon rule. The control updates
are found with a sampling period compatible with the documentation of the GTHW-600
generator [34], of which the dominating time constant is estimated at T̂ = 0.0017 s. As per
a rule of thumb, to ensure at least 10 sampling periods in a dominating time constant of a
model, the sampling period of T = 0.00001 s was selected. In relation to this period, the
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output prediction horizon should fall within 10÷ 20 samples, or 0.0001÷ 0.0002 s in the
time domain.

The QDMC scheme can be adopted in the structure as in Figure 5. In order to obtain an
optimized performance, the time-related response of the model is calculated on the basis of its
identified model, following possible changes in operating points. The discussion considering
a proper selection of the orders of the model of the system can be found in [30–33].

Figure 5. Model identification for the generator QDMC controller [30].

At every discrete time instant (i.e., every action taken by the QDMC controller), and for
the considered structure of a discrete-time model of the plant, its parameters are estimated
via RLS scheme, the step response of the multi-variable model is calculated and adopted
into the MPC scheme.

It is to be mentioned here that solving an MPC problem via QDMC framework is
not a bottleneck, as the solution is obtained on the basis of either efficient interior-point
algorithms or on the basis of an active-set method.

At the moment, the MPC algorithms are implemented in FPGAs or efficient micro-
controllers [35] and microcontrollers [36,37] to allow real-time performance, or to offer a
distributed approach to MPC control of the nuclear power plant turbine set in real time.

3.2. Methodology

In order to develop an MPC controller, it is necessary to define a cost function that is
used in searching for the optimal control updates which, in the context of this paper, are
such that a signal for which a minimal control deviation is attained while stabilizing the
voltage and angular speed of the generator while following the set active power trajectory.
Each of the criteria presented in Section 2 is of a different nature and are responsible for
limiting the impact of disturbances on the controlled quantities (frequency, amplitude
and decay time of voltage and power and generator angular speed oscillations) or takes
parameters calculated over longer periods of time into consideration. It is necessary
to find the appropriate function that allows to aggregate all the requirements resulting
from the operation and operating instructions. An additional component of the criterion
function, which it can be extended with, are the values of control signal updates (change in
the excitation voltage ∆E f d and change in the opening of the control valve ∆α). Such an
extension of the criterion allows one to determine the quality of the regulation in relation
to its cost (energy expenditure on control effort).

Advanced control systems can use the model of the power plant’s turbo generator set
as a whole, and thus, the quality indices must take the impact on the quality of both the
amplitude and the frequency of the voltage into account. Therefore, ISE- and ITSE-related
indices are proposed for assessing the quality of regulation. The ISE criterion takes the
following controlled quantities: voltage Ug, power Pg and frequency ωg combined into
a sum of squares-like expressions with a set of weights that determine the share of each
component in the sum. Meanwhile, the ITSE index should additionally allow one to assess
the accuracy of voltage amplitude and frequency stabilization (minimization of the error
in normal operation) and to take the stabilization time into account by increasing the
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error severity at later times (reduction in disturbances according to trumpet characteristic).
Contrary to the ISE index, which is an integral of the squared error (10), it allows not
only the amplitude of the disturbances to be taken into account but also the rate of their
suppression, as per the weighting factor interpretation of the time product. The proposed
ITSE index is used to compare the quality of various analyzed control systems. This criterion
can be represented as (11). It is a starting point for further considerations regarding the
selection of the best control system selected by means of—first—parameter optimization for
a proposed control structure—and next—comparison of a series of different solutions (i.e.,
selecting the one that provides the lowest value of the index compared with the others).

Criteria (10) and (11) aggregate quality indices (1)–(4) by taking into account deviations
from the set points of voltage Ug, active power Pg and frequency (ωg). Thanks to this, all
deviations and oscillation fluctuations of these quantities are taken into account. The
authors have decided to use the above-listed criteria, modified with the use of a linear
combination of sub-integral expressions, as per their ability to capture viable properties
of the well-tuned control system in power generation tasks. Control performance in this
case replaces a number of classical power generation-related criteria, with a single number
capturing important characteristics.

In order to assess the deviations of various origin in a single criterion, it is necessary
to assign appropriate weights. Therefore, relative values of these quantities related to their
nominal values were used. Additionally, the weights (a, b, c, d, e) were used to enable the
change in the influence of each component of the sum on the final value of the index in
order to increase the impact of one of the component’s criteria.

The article analyzes two different sets of weights to illustrate their impact on the
results and usability of the proposed indices. As the base case, a set of weights equal to
one was selected (a = 1, b = 1, c = 1). Since the sum component responsible for the active
power Pg (weight a) is significantly dominant, the second case was chosen, in which a lot
of emphasis is placed on changes in the ωg speed and changes in the voltage Ug, i.e., with
the weight a = 1, the weights b = 1000 and c = 1000 were adopted. This is to increase the
sensitivity of the index to the appearance of unwanted oscillations in the system.

fISE =
∫ (

a(Ug, ref −Ug)
2 + b(ωg, ref −ωg)

2 + c(Pg, ref − Pg)
2
)

dt (10)

where:
Pg, Pg, ref are the active power and active power set-point;
Ug, Ug, ref are the voltage and voltage set-point;
ωg, ωg, ref are the angular speed and angular speed set-point;
a, b, c are the weights.

fITSE =
∫ (

a(Ug, ref −Ug)
2 + b(ωg, ref −ωg)

2 + c(Pg, ref − Pg)
2 t dt (11)

The weights a, b and c were selected so that it is possible to:

(a) Equalize the effect of factors on the overall result, as the power set point following error
is of a much greater value (different order of magnitude) than the voltage amplitude
and frequency fluctuations. Increasing the weights b and c allows taking the influence
of these factors on the final result into account;

(b) Distinguish between two contradictory tasks of the control system: following the
active power set point and stabilizing the voltage amplitude and frequency. Due
to internal interactions in the turbine-generator set, minimizing the power set point
following error leads to the appearance of voltage amplitude oscillations. Therefore,
further increasing b and c weights allows giving these components of the equation a
dominant influence on the solution, i.e., to enhance the stabilizing effect of the system.

The next Section presents the results of simulation tests for three different sets of
weights to show these three types of behavior:
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• Active power following;
• Balancing the components of the equation;
• Stabilization of the amplitude and the frequency.

4. Results and Discussion

Two types of experiments were performed. The first one was to generate two dimen-
sional surfaces of the ISE/ITSE indices’ values for a control system with two parameters
(turbine controller’s prediction horizon pT and generator controller’s prediction horizon pG).
The latter allowed the analysis of the ISE and ITSE indices in a wide range of control cases
(672 values—2 indices, 3 sets of weights and 112 different simulations). Based on these results,
it is possible to select the best and worst pair of values pG − pT for each of the cases (please
refer to Table 2):

• Best/worst based on ISE for weights’ set 1 (a = 1, b = 1, c = 1);
• Best/worst based on ITSE for weights’ set 1 (a = 1, b = 1, c = 1);
• Best/worst based on ISE for weights’ set 2 (a = 1, b = 1000, c = 1000);
• Best/worst based on ITSE for weights’ set 2 (a = 1, b = 1000, c = 1000);
• Best/worst based on ISE for weights’ set 3 (a = 1, b = 100,000, c = 100,000);
• Best/worst based on ITSE for weights’ set 3 (a = 1, b = 100,000, c = 100,000).

The received results are shown in Tables A1–A3 (Appendix A) and in graphical form
in Figures 6–8.

Table 2. Analyzed sets of parameters.

Set a b c Index Value Comment pT pG

A 1 1000 1000 ISE 0.004107 Best 45 22
B 1 1000 1000 ITSE 0.00106 Best 46 23
C 1 1000 1000 ISE/ITSE 0.03739/0.23799 Worst 47 10
D 1 1 1 ISE 0.00285 Best 47 23
E 1 1 1 ITSE 0.0008 Best 46 23
F 1 1 1 ISE/ITSE 0.00975/0.01061 Worst 40 10
G 1 100,000 100,000 ISE 0.0157 Best 40 17
H 1 100,000 100,000 ITSE 0.010202 Best 41 16
I 1 100,000 100,000 ISE/ITSE 3.42312/23.3972 Worst 47 10

(a)

Figure 6. Cont.
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(b)

Figure 6. Indices for a = 1, b = 1000, c = 1000 [·10−2]; (a) ISE, (b) ITSE.

(a)

(b)

Figure 7. Indices for a = 1, b = 1, c = 1 [·10−2]; (a) ISE, (b) ITSE.
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(a)

(b)

Figure 8. Indices for a = 1, b = 100,000, c = 100,000 [·10−2]; (a) ISE, (b) ITSE.

In the second experiment, the simulations were performed in order to compare the
process values from the turbine-generator set for those nine cases: the best and worst values
of the different indices. The aim of this experiment was to find the relation between the
indices and the performance of the plant (specified as the analysis of the waveforms of
active power Pg, generator’s voltage Ug and generator’s angular speed ωg). The results are
presented in Figures 9–11.

In the first case (Figure 9), the biggest oscillations are generated by the control system
C (the worst ISE/ITSE value). The system B follows the active power trajectory faster but at
the cost of the higher angular speed and voltage oscillations. Similarly, in the second case
(Figure 10), the system with the worst ISE/ITSE values generates the biggest oscillations.
Due to internal interactions between the generator and the turbine, also in this case a
slightly better active power control of the system E, worse angular power and voltage
stabilization (which is nevertheless better with the system E) is caused. In this case, the
differences are not as significant as in the first case. Finally, in the third case (Figure 11),
system I introduces the oscillations with the biggest amplitude, while system H follows
the active power trajectory best and system G introduces the oscillations with the smallest
amplitude. In all the cases (Figures 9 and 10), the oscillations are reflected by the rapid
changes of the control signals (control valve opening and excitation voltage), which in
real-life application would damage the actuators. Therefore, the systems C, F and I can only
serve as an image of the wrong selection of the controller parameters and not systems that
may be used in practice. This undesired system behavior is also reflected by the values of
the ISE/ITSE indices.
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Figure 9. Results for controllers tuned using parameters: a = 1, b = 1000 and c = 1000.
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Figure 10. Results for controllers tuned using parameters: a = 1, b = 1 and c = 1.
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Figure 11. Results for controllers tuned using parameters: a = 1, b = 100,000 and c = 100,000.

The simulations performed for each group show that the behavior of the system with
the worst parameters according to the ISE/ITSE criteria is, as expected, the worst (C, F, I), i.e.,
there are significant oscillations both in power, amplitude and voltage frequency (angular
velocity). The increase in the value of integral indices is clearly reflected in the deterioration
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of the course of the controlled values. The waveforms for the simulation with the use of the
best parameter sets for ISE (sets A, D and G) and ITSE (sets B, E and H) are characterized by
much smaller oscillations, lesser overshoot and shorter stabilization time. Improved values
of ISE/ITSE indices correspond to better parameters from the point of view of control quality
(i.e., classic indices of the control system quality). This also translates into the improvement in
the quality of electricity by reducing the amplitude and frequency fluctuations of the voltage.

For the best pairs of ISE/ITSE results for A/B and G/H sets (reduced influence
of active power Pg on indices in relation to voltage Ug and angular velocity ωg), the
power stabilization time is shorter for the best ITSE sets than for ISE sets, but at the cost
of increasing oscillations in the amplitude and frequency of the voltage. For the E/F
case, i.e., ISE/ITSE, the indices for all weights a, b and c are equal to 1 (equal share of
components in the criterion); the waveforms for the ITSE index (set F) are characterized
by both shorter regulation times and smaller oscillations of the voltage amplitude and
frequency (angular velocity).

The above results are combined together to show the best ISE/ITSE cases for three
different sets of weights a, b and c, i.e., comparison for ISE:

• The best ISE for weights’ set A (a = 1, b = 1000, c = 1000);
• The best ISE for weights’ set D (a = 1, b = 1, c = 1);
• The best ISE for weights’ set G (a = 1, b = 100,000, c = 100,000).

Comparison for ITSE:

• The best ITSE for weights’ set B (a = 1, b = 1000, c = 1000);
• The best ITSE for weights’ set E (a = 1, b = 1, c = 1);
• The best ITSE for weights’ set H (a = 1, b = 100,000, c = 100,000).

The results in this approach are presented in Figure 12.

Figure 12. Electric power, generator voltage and angular speed (data set A, D, G).
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Stabilization time of the active power Pg for the set D (weights a = 1, b = 1, c = 1) is
shorter as the power takes the dominant part in the index formulation (as mentioned, the
active power error has a larger order of magnitude than the other components). Increasing
the weights for the generator voltage Ug and angular velocity w results in smaller oscilla-
tions but also worsens the active power stabilization time. It is caused by aforementioned
interactions inside the turbine-generator set.

The ITSE index sets B and E are similar (in both cases the same set of parameters
resulted in the smallest ITSE value) and,therefore, the graphs coincide (Figure 13).

As in the ISE case, higher values of the b and c weights results in smaller oscillations of
the amplitude and frequency (angular velocity) of the generator’s voltage (set H). For ITSE,
smaller differences in weights resulted in equal parameters and outputs. Only after drastic
weight changes the expected reduction in oscillations is obtained. As mentioned before,
this reduction is the desired behavior of the turbine-generator set’s controller and, therefore,
this set of parameters results in better quality electrical energy, despite the stabilization
time of the active power.

Taking all the results into account, set G mirrors the most desired control system
behavior as wave-forms resulting from usage of this parameters’ set are characterized by
the smallest oscillations of all cases (at the expense of slower power regulation). The change
in the turbine’s control valve opening and the excitation voltage is also milder for this set
of parameters, which has a big impact on the actuators exploitation and their up time.

Figure 13. Electric power, generator voltage and angular speed (data set B, E, H).
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5. Conclusions

The paper presents the electric energy quality indices typically used to define energy
quality and proposes the use of the integral index for the synthesis of control systems.
Despite the fact that multiple and various indices of the quality of electricity can be found
in the literature, they still most often define quality for the purposes of long-term evaluation
of energy suppliers, or in fifteen-minute terms for the purpose of checking compliance with
the requirements. Both approaches are not sufficient for the synthesis of control systems.

For these purposes, a preferably single index is needed to take the transient states
occurring in the system into account, i.e., changes over a period of milliseconds. This paper
proposes ISE/ITSE indices in the synthesis of control systems as they are able to combine
a set of different requirements in one value, also taking into consideration fast changing
values. The paper consists of a in-depth analysis of the proposed indices taking a number
of different approaches into consideration, such as the distinction between ISE and ITSE
and three different sets of weights in each of the criteria. The presented simulation results
are to illustrate how the proposed solution can be used to compare different power and
voltage waveforms and what the relation between the values of the ISE/ITSE indices and
the actual quality of electricity is.

The proposed solution was designed for control systems synthesis and their quality
assessment and is not designed to replace existing indices used to assess compliance with
the regulations. As being control oriented, these indices were used to design a set of
controllers of a turbine-generator set in a nuclear power plant: a QDMC model predictive
controller [38], a distributed model predictive controller [30], a fuzzy controller [39] and
a controller using gain scheduling [40]. They were used to tune the control systems, i.e.,
to optimize the parameters of controllers, and to compare the quality of several different
solutions. The results obtained during the aforementioned studies show the practical
usability of the proposed indices in the control system synthesis.

The next step should be to define the range of proper, acceptable and bad values,
which would enable an independent assessment of the operation of the control system.
Without specific standard values for the index, they are only useful in the comparative
analysis of two or more systems and cannot be used as an objective point of reference.

The novelty of the presented paper is the use of knowledge in the field of control theory
in practice and the use of known ISE/ITSE indices to solve the problem of unambiguous
assessment of electrical quality for the needs of the turbine set control system. Although
these indices are widely used in automation, they are not used for this purpose in power
engineering. This is to facilitate the synthesis of better control systems and the improvement
of the quality of control in the power industry in the face of challenges related to the
changing nature of the energy sector, i.e., the growth of renewable energy generation.
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Nomenclature

PS Power system
PSS Power system stabilizer
MPC Model predictive control
DMC Dynamic matrix control—a version of an MPC algorithm
RLS Recursive least squares
DMPC Distributed MPC
QDMC Quadratic dynamic matrix control
QP Quadratic programming
ISE Integral of squared error
ITSE Integral of time-weighted squared error
Pg Active power
Ug RMS voltage
pG Generator QDMC controller’s prediction horizon
pT Turbine QDMC controller’s prediction horizon
ωg Angular speed
THD Total harmonic distortion

Appendix A

Table A1. Performance indices for a = 1, b = 1000, c = 1000.

ISE

pG/pT 40 41 42 43 44 45 46 47

10 2.43873 2.37898 2.43150 2.56877 2.70616 2.96770 3.23237 3.73933
11 2.04585 1.99423 2.03829 2.18294 2.33946 2.54966 2.82709 3.15873
12 1.07685 0.91385 1.61763 1.80037 1.98392 2.21408 2.44762 2.78032
13 0.96377 0.78082 0.67022 0.62197 1.63917 1.88155 2.16327 2.45595
14 0.94998 0.74087 0.61822 0.54716 0.51792 0.55053 1.84183 2.19676
15 0.94861 0.73070 0.59927 0.52067 0.47832 0.46732 0.50724 1.90370
16 0.94945 0.72881 0.58998 0.50670 0.46186 0.44323 0.45528 0.54513
17 0.95085 0.72875 0.58674 0.49890 0.45172 0.43083 0.43831 0.48706
18 0.95338 0.72995 0.58619 0.49559 0.44458 0.42307 0.42873 0.47208
19 0.95713 0.73203 0.58700 0.49403 0.44011 0.41734 0.42262 0.46456
20 0.96138 0.73463 0.58861 0.49416 0.43798 0.41373 0.41860 0.46040
21 0.96589 0.73750 0.59048 0.49511 0.43734 0.41165 0.41623 0.45844
22 0.97046 0.74038 0.59272 0.49673 0.43766 0.41074 0.41556 0.45826
23 0.97498 0.74348 0.59505 0.49866 0.43890 0.41119 0.41593 0.45957

ITSE

pG/pT 40 41 42 43 44 45 46 47

10 11.67213 12.72703 14.04284 15.67367 17.53902 19.46429 21.37105 23.79873
11 8.85470 9.68225 11.08334 12.85617 14.45448 16.28218 18.54309 21.00278
12 0.97977 0.73484 8.08074 9.95768 11.80484 13.79986 15.66905 18.17686
13 0.84906 0.51628 0.36496 0.31802 9.21858 11.33126 13.57128 15.66790
14 0.84480 0.49334 0.32117 0.23174 0.19770 0.32845 11.10305 13.71235
15 0.84617 0.49101 0.31290 0.21652 0.16481 0.14793 0.19247 11.47752
16 0.84885 0.49184 0.31092 0.21138 0.15646 0.13062 0.13313 0.36332
17 0.85180 0.49300 0.31084 0.20949 0.15272 0.12424 0.12014 0.15896
18 0.85651 0.49506 0.31177 0.20923 0.15067 0.11370 0.11424 0.14463
19 0.86347 0.49812 0.31333 0.20964 0.14991 0.11911 0.11088 0.13771
20 0.87117 0.50146 0.31513 0.21058 0.14986 0.11807 0.10848 0.13298
21 0.87921 0.50495 0.31713 0.21165 0.15023 0.11766 0.10705 0.12948
22 0.88738 0.50860 0.31911 0.21287 0.15085 0.11764 0.10635 0.12735
23 0.89559 0.51219 0.32115 0.21430 0.15172 0.11799 0.10619 0.12645
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Table A2. Performance indices for a = 1, b = 1, c = 1.

ISE

pG/pT 40 41 42 43 44 45 46 47

10 0.95698 0.74364 0.58884 0.48469 0.42488 0.36521 0.33680 0.32282
11 0.94770 0.73096 0.58715 0.48910 0.41952 0.37308 0.34469 0.33463
12 0.93025 0.70990 0.57914 0.48222 0.41367 0.36815 0.33901 0.32995
13 0.93823 0.71127 0.56211 0.46027 0.40763 0.36242 0.33453 0.32543
14 0.94051 0.71403 0.56326 0.45989 0.38713 0.33821 0.32891 0.32118
15 0.94161 0.71532 0.56434 0.46026 0.38679 0.33663 0.30440 0.31599
16 0.94311 0.71641 0.56543 0.46095 0.38688 0.33621 0.30315 0.29056
17 0.94461 0.71731 0.56612 0.46154 0.38717 0.33620 0.30244 0.28870
18 0.94701 0.71871 0.56702 0.46224 0.38766 0.33619 0.30213 0.28759
19 0.95051 0.72061 0.56822 0.46303 0.38825 0.33638 0.30192 0.28678
20 0.95441 0.72281 0.56962 0.46393 0.38885 0.33678 0.30172 0.28598
21 0.95851 0.72511 0.57092 0.46473 0.38945 0.33718 0.30182 0.28528
22 0.96261 0.72731 0.57232 0.46563 0.38995 0.33757 0.30191 0.28478
23 0.96661 0.72961 0.57362 0.46643 0.39045 0.33797 0.30211 0.28468

ITSE

pG/pT 40 41 42 43 44 45 46 47

10 1.06062 0.72651 0.55370 0.46602 0.43153 0.40868 0.40519 0.42899
11 0.99157 0.65903 0.50139 0.42564 0.38488 0.37313 0.38318 0.41791
12 0.82096 0.47876 0.44205 0.37449 0.34277 0.33838 0.34654 0.38911
13 0.83651 0.47944 0.29917 0.19812 0.29713 0.29755 0.31687 0.35783
14 0.84021 0.48341 0.30072 0.19733 0.13586 0.10353 0.27644 0.33050
15 0.84210 0.48511 0.30191 0.19782 0.13543 0.09967 0.08423 0.29370
16 0.84470 0.48651 0.30311 0.19851 0.13557 0.09921 0.08237 0.09652
17 0.84740 0.48761 0.30381 0.19911 0.13592 0.09919 0.08137 0.09113
18 0.85181 0.48941 0.30481 0.19971 0.13631 0.09172 0.08096 0.08899
19 0.85841 0.49210 0.30611 0.20041 0.13681 0.09935 0.08060 0.08740
20 0.86571 0.49501 0.30751 0.20121 0.13721 0.09962 0.08020 0.08576
21 0.87331 0.49801 0.30901 0.20191 0.13761 0.09990 0.08010 0.08416
22 0.88101 0.50111 0.31041 0.20261 0.13801 0.10012 0.07995 0.08304
23 0.88871 0.50411 0.31181 0.20341 0.13841 0.10032 0.07996 0.08250

Table A3. Performance indices for a = 1, b = 100,000 and c = 100,000.

ISE

pG/pT 40 41 42 43 44 45 46 47

10 1.49278 1.64440 1.85037 2.09099 2.28779 2.60873 2.90181 3.42312
11 1.10871 1.27183 1.45845 1.70042 1.92604 2.18247 2.48832 2.83025
12 0.15605 0.21124 1.04531 1.32428 1.57594 1.851440 2.11409 2.45610
13 0.03495 0.07673 0.11384 0.16647 1.23683 1.52425 1.83389 2.13588
14 0.01888 0.03401 0.06065 0.09195 0.13479 0.21591 1.51770 1.88065
15 0.01643 0.02255 0.04062 0.06507 0.09549 0.13418 0.20608 1.59244
16 0.01579 0.01957 0.03023 0.05041 0.07893 0.11049 0.15531 0.25773
17 0.01570 0.01862 0.02630 0.04202 0.06850 0.09809 0.13903 0.20145
18 0.01585 0.01844 0.02486 0.03801 0.06086 0.09033 0.12975 0.18755
19 0.01614 0.01863 0.02448 0.03566 0.05579 0.08440 0.12384 0.18083
20 0.01652 0.01906 0.02470 0.03490 0.05307 0.08040 0.12001 0.17746
21 0.01697 0.01965 0.02529 0.03506 0.05184 0.07792 0.11754 0.17619
22 0.01749 0.02035 0.02614 0.03578 0.05166 0.07662 0.11678 0.17651
23 0.01805 0.02118 0.02720 0.03692 0.05241 0.07666 0.11695 0.17792
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Table A3. Cont.

ITSE

pG/pT 40 41 42 43 44 45 46 47

10 10.63263 12.01967 13.50804 15.22738 17.12876 19.07859 20.99069 23.39719
11 7.88084 9.0388 10.59745 12.44710 14.08739 15.92855 18.1817 20.60945
12 0.16717 0.26113 7.65069 9.59643 11.47685 13.47821 15.34116 17.80927
13 0.02092 0.04168 0.06885 0.12200 8.93326 11.04763 13.27071 15.32883
14 0.01300 0.01478 0.02348 0.03641 0.06326 0.22619 10.84011 13.39842
15 0.01249 0.01076 0.01402 0.02070 0.03077 0.04931 0.10919 11.19785
16 0.01260 0.01020 0.01085 0.01487 0.02227 0.03243 0.05163 0.26803
17 0.01287 0.01028 0.01007 0.01238 0.01818 0.02607 0.03962 0.06881
18 0.01323 0.01055 0.01002 0.01153 0.01573 0.02292 0.03412 0.05659
19 0.01366 0.01094 0.01029 0.01124 0.01448 0.02077 0.03111 0.05123
20 0.01413 0.01141 0.01070 0.01138 0.01403 0.01946 0.02911 0.04813
21 0.01464 0.01193 0.01122 0.01176 0.01401 0.01878 0.02782 0.04621
22 0.01519 0.01251 0.01181 0.01229 0.01423 0.01854 0.02723 0.04518
23 0.01578 0.01313 0.01247 0.01294 0.01471 0.01870 0.02706 0.04482
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6. Gündeş, A.; Özbay, H. Controller redesign for delay margin improvement. Automatica 2020 , 113, 108790. [CrossRef]
7. Zhang, B.; Tan, W.; Li, J. Tuning of linear active disturbance rejection controller with robustness specification. ISA Trans. 2019,

85, 237–246. [CrossRef] [PubMed]
8. Fadali, M.; Visioli, A. Chapter 3—Modeling of digital control systems. In Digital Control Engineering, 3rd ed.; Academic Press:

Cambridge, MA, USA, 2020; pp. 60–102. [CrossRef]
9. Dorf, R.C.; Bishop, R.H. Modern Control Systems, 14th ed.; Pearson: London, UK, 2022.
10. Passos, A.; Souza, R.C. Defining a quality index for electric power utilities using multiple criteria decision support and time

series analysis. GestãO Produção 2013, 20, 1–13. [CrossRef]
11. Fumagalli, E.; Schiavo, L. Regulating and improving the quality of electricity supply: The case of Italy. Eur. Rev. Energy Mark.

2009, 3, 1–27.
12. Morsi, W.G.; El-Hawary, M.E. Novel power quality indices based on wavelet packet transform for non-stationary sinusoidal and

non-sinusoidal disturbances. Electr. Power Syst. Res. 2009, 80, 753–759. [CrossRef]
13. Thirumala, K.; Shanatu, T.; Jain, T.; Umarikar, A.C. Visualizing time-varying power quantity indices using generalized empirical

wavelet transform. Electr. Power Syst. Res. 2017, 143, 99–109. [CrossRef]
14. Kaddah, S.S.; Abo-Al-Ez, K.M.; Megahed, T.F.; Osman, M.G. Probabilistic power quality indices for electric grids with increased

penetration level of wind power generation. Electr. Power Energy Syst. 2016, 77, 50–58. [CrossRef]
15. Rodriguez-Pajaron, P.; Bayo, A.H.; Milanovic, J.V. Probabilistic assessment of the influence of transformer rating on power quality

indices in future residual networks. Int. J. Electr. Power Energy Syst. 2021, 135, 107582. [CrossRef]
16. Zhang, Y.; Zhang, Y.; Zhou, X. Classification of power quality disturbances using visual attention mechanism and feed-forward

neural network. Measurement 2021, 188, 110390. [CrossRef]
17. Tesarova, M. Power Quality and Quality of Supply; University of West Bohemia: Pilsen, Czech Republic, 2011.
18. Raptis, T.; Vokas, G.; Langouranis, P.; Kaminaris, S. Total Power Quality Index for Electrical Networks Using Neural Networks.

Energy Procedia 2015, 74, 1499–1507. [CrossRef]
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24. Jasiński, M.; Sikorski, T.; Kaczorowska, D.N.; Rezmer, J.; Suresh, V.; Leonowicz, Z.; Kostyła, P.; Szymańda, J.; Janik, P. A case study
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