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Abstract: In this study, a thermodynamic analysis of the low temperature autothermal reforming
(ATR) of dimethyl ether (DME) for hydrogen production was conducted. The Pd/Zn/γ-Al2O3

catalyst coated on the honeycomb cordierite ceramic was applied to catalyze the reaction, and
the optimum activity temperature of this catalyst was demonstrated experimentally and through
simulations to be 400 ◦C. Furthermore, an optimal model predictive control (MPC) strategy was
designed to control the hydrogen production rate and the catalyst temperature. Experimental and
simulation results indicated that the controller was automated and continuously reliable in the
hydrogen production system. By establishing the state-space equations of the autothermal reformer,
it can precisely control the feed rates of DME, high-purity air and deionized water. Ultimately, the
hydrogen production rate can be precisely controlled when the demand curve changed from 0.09 to
0.23 mol/min, while the catalyst temperature was maintained at 400 ◦C, with a temporary fluctuation
of 4 ◦C during variations of the hydrogen production rate. Therefore, the tracking performance of the
hydrogen production and the anti-disturbance were satisfactory.

Keywords: autothermal reforming; model predictive control; dimethyl ether; hydrogen production;
temperature control

1. Introduction

In recent years, the worldwide energy demand has increased significantly as the
world’s population has grown, financial conditions have evolved, and urbanization has
accelerated [1–4]. However, the traditional energy supply method relies on the exploitation
of fossil energy, which is limited by the uneven geographical distribution and inconsistent
exploitation difficulty. At the same time, long-term consumption makes fossil energy
increasingly scarce, and reducing carbon emissions has become a global issue [5,6]. In
terms of energy supply innovation, the proportion of new clean energy represented by
hydrogen, solar energy and biomass (e.g., biogas and biodiesel) in the overall energy
supply field is increasing annually, and fuel cell vehicles are cleaner and more efficient than
traditional internal combustion engine vehicles [7,8]. Electric vehicles are an eco-friendly
transportation method, but due to the relatively long charging time, the risk of explosion,
and high cost of replacing batteries, hydrogen vehicles have attracted attention as a next
generation transportation method. These situations indicate the urgent need to develop
clean and renewable energy to replace the existing energy supply system, leading to greater
attention to the research and development of hydrogen energy [9].

Hydrogen power generation is a prospective solution to the energy storage of green
energy for a completely clean and efficient hydrogen industry [10], which can provide clean,
efficient, reliable, and affordable energy with significant societal benefits [11]. Hydrogen
energy thus plays an important role in achieving sustainable development goals (SDGs)
on a global scale. However, the hydrogen energy industry has characteristics of multiple
components, complex technical routes, diverse application scenarios, and high economic
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costs. These are the major obstacles that affect the progress of the hydrogen industry. The
economics of hydrogen requires the strong cross-chain cooperation to be manifested. With
the continuous advancement of technology and the expansion of the scale of the hydrogen
energy industry, the marginal cost has been gradually accepted by society.

Types of hydrogen-based systems can be classified, according to the end user [12].
Ahmed et al. [13] systematically studied the use of hydrogen fuel in the Malaysian trans-
portation system for a sustainable and environmentally friendly future. Hou T F et al. [14]
presented a facile fabrication process to enhance the photoelectrochemical(PEC) perfor-
mance of ZnO-based photoelectrodes for the conduct of solar water splitting for hydrogen
generation. Bellotti et al. [15] studied the feasibility of an innovative device that generates
hydrogen on the grid through a water electrolysis unit and synthesized it with carbon
dioxide stored in fossil fuel power plants to produce methanol. In terms of energy supply
miniaturization, the proton exchange membrane fuel cells (PEMFCs) can be used for the
efficient conversion of chemical and electrical energy. PEMFCs have the characteristics of a
high energy density, absence of pollutants, and efficiency at relatively low temperatures and
pressures. These conditions make PEMFCs an excellent solution for hydrogen utilization
in recent years [7,16,17]. These studies demonstrate the practical solutions for hydrogen
applications, but in portable applications, it has many drawbacks, in terms of safety and
storage [18]. Therefore, to form a complete hydrogen industry chain, how to produce
hydrogen efficiently and economically has become the core issue, which is increasing
attention.

Hydrocarbon reforming is a widely used hydrogen production technology. Brown [19]
compared the utility of seven common fuels as hydrogen sources for the proton exchange
membrane fuel cells for automobile propulsion, which directly confirmed the wide range
of feedstock required for the hydrogen production. Among many hydrocarbons, dimethyl
ether, as a feedstock for the hydrogen production, has the following advantages:

(1) The sources of dimethyl ether are abundant and diverse. In recent years, hydrogen
and carbon monoxide synthesis methods have been developed to replace the original costly
methanol dehydration production method, resulting in a significant reduction in the cost of
DME preparation and an increase in production efficiency, which is conducive to large-scale
applications.

(2) Dimethyl ether is non-toxic and non-corrosive, and is easily degraded in the
atmospheric troposphere, which ensures the environmental friendliness of dimethyl ether
during use.

(3) Similar to liquefied petroleum gas (LPG), dimethyl ether can be compatible with
the existing infrastructure of LPG and natural gas, which reduces the commercialization
cost of dimethyl ether reforming to produce hydrogen, and greatly reduces the threshold
for this new fuel to enter the energy market.

(4) Dimethyl ether is easily liquefied at about 5–6 atmospheres, making it easy to store
and transport, which significantly reduces the transportation cost of the fuel.

(5) It has a higher hydrogen density than other commercial fuels (e.g., diesel) and can
be reformed to release more of the hydrogen stored in it.

By integrating these advantages, DME is very attractive as a mobile hydrogen carrier
for fuel cell systems [20,21].

Typical hydrocarbon-reforming technologies are steam reforming (SR), autothermal
reforming (ATR), and partial oxidation (POX) [22–25]. Wu Z et al. [26] studied the methane
steam reforming in a grille-sphere composite packed bed, and the effect of the diameter
distribution of the particles in the packed bed reactor on the efficiency was investigated.
Cherif A et al. [27] performed a thermodynamic analysis of the methane autothermal
steam reforming for the hydrogen production, and a new configuration with 18 catalyst
bed macrostructures alternately installed, was designed. ATR is thermally neutral in
the reaction and a muffle furnace is only used to preheat the catalyst to the optimum
temperature during the start-up phase, while no external heat source is required to keep
the reaction to be carried out during the continuous operation. Furthermore, it has an
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excellent hydrogen yield among the three methods. Therefore, ATR is an efficient and
economical method of hydrogen production [28]. Hydrogen production by autothermal
reforming of DME is significantly affected by the catalyst bed temperature; that is, under
the same physical operating conditions, a higher reactor temperature theoretically leads to
a higher hydrogen yield. However, a sustained high temperature can reduce the catalyst
life and hydrogen production efficiency [29]. Many studies showed that excessively high
temperatures are destructive to the physical structure of the reactor. Specifically, the
prolonged exposure to 20 K over the design temperature halved the lifetime of the reformer
tubes [30,31]. Meanwhile, the excessively high temperature in the POX may also lead to
catalyst sintering [32]. Therefore, in addition to controlling the hydrogen production rate
to meet the specific demands of the load, keeping the reformer operating at the optimum
temperature during the autothermal reforming is necessary to supply hydrogen to on-board
fuel cells.

In view of the hysteresis of the control action due to the chemical reaction of this system
and the situation of the multiple inputs and outputs, many researchers have explored the
control strategies. Dolanc et al. [33] developed a PID controller that keeps the reaction at
a stable reactor temperature while accurately responding to the hydrogen demand for a
specific load in the diesel autothermal reforming process. However, compared to the PID
control, the model predictive control (MPC) performs better in the chemical industry, which
makes MPC more capable of operating the hydrogen production under strict performance
specifications and constraints [34]. From the perspective of the working mechanism of the
model predictive control, its advantages are reflected in the following points:

(1) The model is easy to build. The process characterization can be detected by
performing simple experiments and does not require a deep exploration of the chemical
reaction mechanism.

(2) The discrete convolution and model described by non-minimization are used, and the
information redundancy is large, which is beneficial to improve the robustness of the system.

(3) Using the rolling optimization strategy, the online optimization calculation is
repeatedly performed, and the rolling execution is conducted to obtain a better dynamic
control performance, to compensate for the uncertainty caused by the model mismatch,
distortion and disturbance in time.

For instance, the hydrogen production rate and reactor temperature are simultaneously
set as system constraints and controlled synchronously in the model predictive control,
which has a positive significance for the system performance optimization and long-term
stable operation. Similar control strategies have been applied in other devices for the
hydrogen production. Kyriakides et al. [35] developed a MPC strategy for low temperature
methane SR in membrane reactors, enabling the high methane conversion at relatively
low temperature levels. Paliwal N K et al. [36] developed a MPC-based control scheme
for a microgrid system, based on photovoltaic power generation, lead-acid battery energy
storage and hydrogen production, resulting in a stable and efficient energy supply system.
Hu et al. [37] demonstrated a nonlinear multivariable predictive controller with an excellent
computational performance for the ATR reactors.

The above studies demonstrate the feasibility and superiority of the MPC in chemical
reaction control processes. However, few studies have focused on the application of
model predictive control in the autothermal reforming of dimethyl ether for hydrogen
production so far, which is a highly integrated and efficient hydrogen production process.
Inspired by this research, this study innovatively contracts an efficient DME autothermal
reforming system, based on the MPC control and demonstrates its reliability and efficiency
through simulation and experiments. Ultimately, this study prospectively applies model
predictive control to the hydrogen production using DME, overcoming the hysteresis
problem that is characteristic of the chemical reaction control processes. In addition, this
system, when integrated with the hydrogen purification module, has the potential to be
used in combination with an on-board fuel cell to power new energy vehicles, which is an
important step in the promotion of hydrogen energy.
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2. Mathematical Modelling and Control Method
2.1. ATR Reformer Model

MATLAB Simulink is applied to the simulation. Simulink plays an important role
in the control strategy to linearize the complex chemical reaction system for the MPC
control. In chemical kinetic models, Gibbs free energy is a generic function for identifying
equilibrium states because of its concise properties. For the multi-matter and multi-phase
systems, the equilibrium calculation can be performed by the Gibbs energy minimization
method [38]. In this case, the Arrhenius equation to describe the rate of a chemical reaction is
appropriate. The system is treated as a closed-loop one so that the equilibrium composition
is related to the temperature and concentrations of the individual components in the
reactions for a given catalyst performance. To facilitate the model operation, this study
adopts the following assumptions:

(1) The overall DME autothermal reforming reaction can be divided into five steps:
DME hydrolysis, methanol (MeOH) steam reforming, MeOH decomposition, MeOH partial
oxidation, and carbon monoxide(CO) oxidation in which the heat generated by the exother-
mic reaction can provide energy for the endothermic reaction, making the entire reaction
thermoneutral. The water gas shift (WGS) is integrated after the autothermal reformer
so that the CO can be converted to carbon dioxide (CO2) and generate more hydrogen.
Various catalysts have been extensively studied and commercialized, and the conversion
rate of Cu/Zn/γ-Al2O3 is higher than that of other commercial catalysts [39,40]. Therefore,
a ternary Cu/Zn/γ-Al2O3 (Cu: 20 wt.%, Zn: 20 wt.%) catalyst was used in the reformer for
the WGS.

(2) As the liquid water enters the reactor after passing through a 50 cm-long steel pipe
that is heated to 150 ◦C by a heating belt, the liquid water is completely converted into
vapor to participate in the reaction.

The mass balance of the mass transport can be described by the following equation [41]:

εpρ
∂ωj

∂t
+∇·jj + ρ(u·∇)ωj = Rj (1)

jj = −
(

ρωj ∑
k

De,jkdk + DT
e,j
∇T
T

)
(2)

De,jk =
εp

τF
Dik, DT

e,j =
εp

τF
DT

j , τF = εp
−1/3 (3)

dk = ∇xk +
1

pA
[(xk − wk)∇pA] (4)

xk =
ωk
Mk

Mn , Mn = (∑
j

ωj

Mj
)
−1

(5)

Meanwhile, the energy balance of the mass flow can be described by the following
equations:

Ac
(
ρCp

)
e f f

∂T
∂t

+ AcρFCp, f u·∇T +∇·q = Q (6)

q = −Acke f f∇T (7)(
ρCp

)
e f f = θsρsCp,s + εpρ f Cp, f (8)

ke f f = θsks + θsk f + kdisp (9)

The boundary conditions at the reactor feed port z = 0 are as follows:

ωj = ωj,o T = To TS = Ts,o P = Po (10)
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At the end of the reactor z = L, the boundary conditions can be defined as:

∂ωj

∂z
= 0

∂T
∂z

= 0
∂Ts

∂z
= 0 (11)

Initial conditions of the reaction are defined as:

ωj = ωj,o T = To TS = Ts,o (12)

Annotations of the parameters applied in the mass and energy balance model are
shown in Table 1.

Table 1. Parameters applied in the Equations (1)–(12).

Parameters Annotation Unit

ωi Mass fraction of component j -
Ac Cross-sectional area of the channel m2

Rj Overall reaction rate for component j mol/s/m3

εp Catalyst porosity -
τF Effective transport factor -
u Fluid velocity m/s
ρ Fluid density kg/m3

Cp,s Heat capacity of solid J/K/kg
Cp,f Heat capacity of gas J/K/kg
q Flux of heat W/m2

keff Effective thermal conductivity W/m/K
(ρCp)eff Heat capacity per unit volume J/m3/K
Q Heat production rate per unit volume W/m3

Several institutes have developed the chemical kinetics of the autothermal reforming
of DME [42–44]. Based on these studies, the individual steps of the reaction and kinetic
equations used to describe the reaction rates are shown in Table 2, and the parameters can
be found in Table 3.

Table 2. Reactions that take place in the DME autothermal reformer.

Reactions Enthalpy Kinetics of the Reactions

DME Hydrolysis CH3OCH3 + H2O→ 2CH3OH ∆H = 24 kJ/mol rH = kH exp
(
−EH
RT

)
CDME

MeOH SR CH3OCH3 + H2O→ CO2 + 3H2 ∆H = 49 kJ/mol rSR = kSR exp
(
−ESR

RT

)
CCH3OHCH2O

MeOH Decomposition CH3OH → CO + H2 ∆H = 90.1 kJ/mol rD = kD exp
(
−ED
RT

)
Partial Oxidation CH3OH + 1/2O2 → 2CO2 + 2H2 ∆H = −193 kJ/mol rPO = kPO exp

(
−EPO

RT

)
CCH3OHCO2

CO Oxidation CO + 1/2O2 → CO2 ∆H = −283 kJ/mol rCOX = kCOX exp
(
−ECOX

RT

)
CCO

Water Gas Shift CO + H2O↔ CO2 + H2 ∆H = −41.1 kJ/mol
rWGS = kWGS exp

(
EWGS

RT

)(
PCO PH2O −

PCO2
PH2

keq,WGS

)
keq,WGS = exp

(−Eeq.WGS
RT − Ceq,WGS

)

In this multi-input multi-output (MIMO) control system, the catalyst temperature
and hydrogen production rate are the objective variables. Therefore, they are fed back
to the MPC controller for the feedback correction. The MPC then controls the DME, air,
and vapor supply rates, according to the linearized space state equation of the reaction
system, to meet specific hydrogen demands and stabilize the reactor temperature. Based on
the mathematical description of the hydrogen generation system, the linearized Simulink
model is shown in Figure 1.



Energies 2022, 15, 9038 6 of 16

Table 3. Reaction kinetic parameters.

Parameters Annotation Value Unit

kH

Pre-coefficient of Reaction i

1163.232 m3·s/kgcat
kSR 154.7 m6/(mol·s·kgcat)
kD 99.7 × 103 mol/(s·kgcat)
kPO 400.5 m6/(mol·s·kgcat)
kCOX 2.1 × 105 m3/(s·kgcat)
kWGS 5000 mol/(kgcat·s·Pa2)
Ceq,WGS 3.33 -

EH

Activation Energy of Reaction i

22.237

kJ/mol

ESR 57.9
ED 110.8
EPO 54.9
ECOX 63.3
EWGS 100
Eeq,WGS 40

R Universal Gas Constant 8.314 J/K/mol

Ci Concentration of Species i - mol/m3

T Temperature of Reactor - K
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Figure 1. Schematic diagram of the MPC in Simulink.

2.2. State Space Equations Applied in the MPC

Considering that the hydrogen conversion is mainly affected by the catalyst tempera-
ture and the flexibility of the hydrogen supply is also crucial in the hydrogen supply of the
on-board fuel cells, these two items are set as the control objectives of the control system.
Furthermore, MPC is a robust control strategy. Since its inception in the 1970s, MPC has
evolved into a new control algorithm characterized by diversity and usefulness. It has a
wide range of applications in the chemical and mechanical fields because of its simplicity,
richness, and practicality. MPC typically establishes a predictive model first, and then
performs a rolling optimization and feedback correction. Once the model of the controlled
plant is established, it can control multiple objective variables during its operation.

The implementation of MPC aims to model the optimization problem and then per-
form a rolling optimization to determine the final output of the controller. Typically, MPC
relies on a linear time-invariant, discrete-time, state-space model of the system to predict
the future response of the system. MPC requires solving the optimization problem through
the repeated prediction and optimization at each time step. When the optimal solution of
the optimization problem is obtained, it is used as the control action of the real actuator.
Figure 2 illustrates the mechanism of a typical MPC controller.
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Following the construction of a predictive model, the MPC can predict the future out-
put characteristics of a control objective over a prediction horizon, and an optimum control
sequence is obtained based on certain criteria. To ensure the optimality and reliability,
only the first action in the control sequence is implemented [35,45,46]. The current control
action is determined by solving a finite-time-domain open-loop optimal control problem at
each sampling instant. The current state of the process is taken as the initial state of the
optimal control problem and the obtained optimal control sequence only executes the first
control action. Therefore, the flow rates of water, DME, and air are continuously optimized
over time, based on the space state equation obtained by linearizing the ATR reformer
model, which considers the effects of the ideal optimization and practical uncertainty in
the future finite time domain. In the simulation, when determining the predictive horizon,
it is gradually increased until further increases have a minor impact on the performance.
The sampling time is typically determined as 10% of the prediction horizon. Finally, the
prediction horizon and sampling time are determined to be 20 s and 2 s, respectively after
trying many simulations. We obtained the linearized mathematical model of the plant
model using the linear analysis tool in MATLAB. The continuous-time state-space model
and the constant matrixes A, B, C, and D are listed as follows.

.
x = Ax + Bu
y = Cx + Du

(13)

where:

A =



4.663× 10−9 −9.291× 10−9 1.398× 10−8 −4.661× 10−9 4.658× 10−9 4.915× 10−13

−0.2357 0.4692 −0.7064 0.2356 −0.2354 −3.222× 10−5

0.0602 −0.1205 0.1807 −0.0602 0.0603 −1.752× 10−6

−0.118 0.2346 −0.3535 0.1179 −0.1178 −1.922× 10−5

0.2299 −0.4653 0.6918 −0.2303 0.2308 −7.84× 10−5

16.88 21.91 29.14 −13.02 8.054 0.7869



B =



1.383× 10−6 −9.384× 10−7 −4.458× 10−7

−69.59 47.64 22.43
18.64 −11.71 −6.657
−36.13 22.83 13.06
68.76 −46.78 −22.12
3236 2437 −1405


C =

[
0 0 0 0 0 1

0.4548 4.222 0 1.431 5.013 0.0007067

]
D = 0



Energies 2022, 15, 9038 8 of 16

3. Experiment Apparatus
3.1. Catalyst Preparation

For the autothermal reforming, several institutions are dedicated to the development
of catalysts. The Pd/Zn/Al2O3 catalyst exhibited a high activity and generated syngas with
a CO concentration below 5 vol.% when the catalyst was heated from 350 to 450 ◦C, where
the hydrogen concentration was close to 50 vol.% [47–49]. Takeishi et al. [50] proposed a sol-
gel method to prepare the superior catalyst for the hydrocarbon reforming. Due to the close
existence of the active sites for each reaction of the catalyst, its catalytic performance was
better than that of the physically mixed dimethyl ether hydrolysis catalyst and methanol
SR catalyst. In our experiments, 3.5 g of the Pd/Zn/Al2O3 catalyst prepared by the sol-gel
method is coated on the surface of honeycomb cordierite ceramics with specific loadings
of Pd, Zn and γ-Al2O3 of 5, 20 and 75 wt.%, respectively. Entire catalysts are made into a
porous cylinder with a diameter of 36 mm and a length of 160 mm.

3.2. MPC Controller Design

Considering the diversity of the hydrogen generation systems, the main subject of
this paper is the use of an MPC control scheme for the MIMO ATR reactors. Control of
the hydrogen production rate and reactor temperature of the ATR reactor is achieved by
specifically feeding air, dimethyl ether, and steam.

As shown in Figure 3, the implementation of the hydrogen production control system
consists of three sections: feedstock supply module, autothermal reaction module, and
signal acquisition and control module. Dimethyl ether and high-purity air are stored
in two cylinders, and when the autothermal reaction proceeds, they are precisely fed
to the reactor through two mass flow controllers (Ethernet, MKS Instruments, Andover,
MA, USA) attached to the cylinders. At the same time, under the action of the syringe
pump (Chemyx.Inc, Fusion100, Stafford, UK), the deionized water stored in the syringe is
converted into steam and fed to the reformer through a steel pipe wrapped with an electric
heating belt at 150◦C to participate in the autothermal reaction. The hydrogen generated
system prototype is shown in Figure 4.
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The autothermal reaction module is a fixed catalyst bed reactor formed by packing
the catalyst mentioned in Section 3.1 in a reactor, which is made of a steel tube with an
outer diameter of 40 mm and thickness of 2 mm. The reactor is enclosed in a tubular muffle
furnace that provides heat to raise the catalyst temperature for the optimal catalytic activity
and isolates the heat losses during the reaction. These measures can efficiently initialize
the hydrogen production system and are beneficial to maintain the optimal temperature
of the catalyst. A cold trap is attached to the reactor outlet to lower the temperature of
the hydrogen-rich gas and condense the excess vapor in it because the subsequent gas
flow meter and gas chromatograph (GC) measurements need to be performed in a normal
temperature and dehydrated measurement environment. The GC can test the purity of
a particular compound, separate the components in a mixture, and detect the relative
amounts of each component. In this study, GC and a gas flow meter are used to test the
molarity of hydrogen in the syngas and detect the hydrogen yield.

The signal acquisition and control module are developed, based on the model pre-
dictive control, where two mass flow controllers (MFCs) and one syringe pump are used
to control the feed rates of the feedstocks. The NI device and LabVIEW 2019 are used to
collect and process the temperature of the catalyst bed and the hydrogen yield. This type
of interaction has a wide range of applications for its efficient and accurate properties. In
the closed-loop control system, based on MPC, the reactor temperature Tset and hydrogen
demand H2set are two control objectives that need to be detected as real-time outputs of the
system. Therefore, a K-type thermocouple (0–1300 °C) is attached to the reactor surface to
detect the reaction temperature Tmeasured, and a flow meter (Sensirion AG Inc., SFM3020,
Stäfa, Swizerland) is installed at the reactor outlet to detect the flow rate of the syngas FP.

Due to the lack of a mechanism to detect the hydrogen flow rate online, this study ob-
tained the general volume fraction ϕH2 of hydrogen through GC measurements in multiple
experiments. Then, the hydrogen production rate can be calculated with Equations (14)
and (15):

FH2 =
(

FP − FN2

)
× ϕH2 (14)

FN2 = FAir × ϕN2 (15)

where FH2 denotes the hydrogen production rate; FP is the flow rate of the syngas, which is
detected by the gas flow meter; and FAir is the flow rate of the high-purity air, which can
be measured by the MFC. ϕN2 denotes the nitrogen volume fraction in the high-purity air,
which is 79%.

ϕH2 is the hydrogen volume fraction in the syngas. According to previous research
results [34], the volume fraction of hydrogen is mainly affected by the reaction tempera-
ture and the concentration of each component, which does not change drastically in the
operation. The effect of the reaction temperature on the hydrogen production is also fully
explored through the experiment and simulation. As shown in Figure 5, the hydrogen
content reaches the maximum value of 43% while the reactor temperature is approximately
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400 ◦C. Therefore, according to the measurements of the GC, and considering the neces-
sary hydrogen redundancy, the general hydrogen volume fraction ϕH2 in the syngas is
determined as 40%, while the optimal temperature of the autothermal reforming is 400 ◦C.
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4. Result Discussion

The developed MPC was tested to verify the tracking performance of the desired
hydrogen yield and the anti-disturbance of the catalyst temperature in the reactor-specific
hydrogen demand profile. The dynamic behavior of the hydrogen yield and catalyst
temperature with a step change in the set signal was also investigated.

Figure 6 shows the hydrogen demand profile in a control system with two MFCs and
a syringe pump as actuators. The set hydrogen demand flow rate presents a step change
from 0.09 mol/min to 0.23 mol/min. The corresponding flow rates of DME, high-purity air,
and liquid water in both the simulation and experiment are shown in Figure 7. To achieve
the control objectives, the MPC control strategy implemented in LabVIEW and the results
obtained in the simulation show similar corresponding control actions, according to the
changes in the hydrogen demand curve.

Based on the control actions of the MPC and the working characteristics of the ac-
tuators, the dynamic response of DME and a high-purity air show certain overshoot
fluctuations when the set signal changes, but after approximately 20 s of the MPC modula-
tion, the system reaches a stable state, while the liquid water flow provided by the syringe
pump rises more smoothly. The experimental results show a slightly larger overshoot and
slightly longer steady-state arrival time during the dynamic changes, compared to the
simulation results, but within an acceptable range. The steam-to-carbon ratio (SCR) and
oxygen-to-carbon ratio (OCR) in the reaction changed due to the different fluctuations
among the components. Thus, the thermal neutrality of the entire autothermal reforming
reaction is guaranteed in the dynamic operation and is beneficial for maintaining a stable
reactor temperature.

The dashed line in Figure 8 shows the hydrogen flow rate obtained from the simulation,
and the solid line represents the hydrogen generation curve in the experiment. This curve is
calculated, based on the detection of the mass flow meter and Equations (13) and (14). The
simulation result shows that the overshoot of the hydrogen flow rate during the dynamic
response process does not exceed 0.004 mol/min. Furthermore, the measured hydrogen
generation rate fluctuates, due to the operating error of the flowmeter and the influence of
the turbulent flow in the pipeline. However, these factors are not significant with respect to
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the overall change of hydrogen flow. Based on these results, the traceability of the hydrogen
yield is validated, and the dynamic behavior of the controller indicates that the setpoint
tracking is satisfactory.
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Figure 8. Schematic diagram of the simulation and experiment hydrogen flow rate.

The reactor temperature has a considerable effect on the catalyst activity. In the
dynamic control, it should exhibit an excellent anti-disturbance with the continuous change
of the hydrogen production rate to ensure that the autothermal reforming reaction is
conducted at an optimal temperature. Figure 9a shows the variation profile of the catalyst
temperature obtained from the simulation and experimental measurements in the MPC
control. Figure 9b presents the experimental temperature result obtained in the PID control,
as reported in previous research [41]. Based on the similar changes in the hydrogen demand
curve, both control mechanisms can keep the catalyst temperature at the optimum value of
400 ◦C, but the temperature curve is smoother in the MPC control strategy. Only a slight
perturbation occurs when the set hydrogen demand curve changes in steps. This dynamic
performance shows that the anti-disturbance of the catalyst temperature is satisfactory.
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5. Conclusions

In this study, a rigorous mathematical model was proposed to the simulate and control
the DME autothermal reformer. An advanced MPC scheme was implemented, which
calculated the optimal sequence of the controlled variables within a specified prediction
horizon. The experiment and simulation results indicated that:

1. The expected dynamic response of the hydrogen production rate was achieved by
controlling the feed rate of dimethyl ether in the range of 0.09–0.23 mol/min, and a high
purity air and steam as feedstocks. The traceability of the hydrogen production rate was
satisfactory.

2. The disturbance compensation was obtained for maintaining the catalyst tempera-
ture stability. The catalyst temperature shows a good immunity to the feedstock flow rate
variations. Although a deviation of the catalyst temperature of about 4 ◦C occurred during
the step change of the feedstock flow rate, it recovered to the control target value within a
short time domain (20 s).

Based on these results, the next step of the study is to further improve the purity and
production efficiency of hydrogen and to integrate this hydrogen generation system with
the PEMFCs to develop a complete energy management system.
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