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Abstract: This paper uses a two-level model predictive control-based approach for the coordinated
control and energy management of an integrated system that includes photovoltaic (PV) generation,
energy storage, and building loads. Novel features of the proposed local controller include (1) the
ability to simultaneously manage building loads and energy storage to achieve different operational
objectives such as energy efficiency, economic cost efficiency, demand response and grid optimization
through the design of specific power trajectory tracking performance functionals, (2) an energy trim
function that minimizes the impact of solar forecasting errors on system performance, and (3) the
design of a state of charge controller that uses day-ahead forecast of solar power and building loads
to intialize energy storage at the start of each day. The local controller is tested in simulation using an
exemplary system with PV generation, energy storage and dispatchable building loads. Two sample
days with different PV forecasts and multiple case scenarios are considered, and the performance of
the algorithm in managing the real and reactive net building load trajectories and the ramp rate of PV
injections into the utility network are evaluated. The simulations are based on actual forecasted and
measured PV data, and the results show that the local controller meets the tracking requirements for
real and reactive power within the operating constraints of the building.

Keywords: model predictive control; load balancing; PV ramp rate control; building efficiency

1. Introduction

This paper presents the design of a two-level control system that includes a system
controller and local controller, to manage real and reactive building power consumption
and PV ramp rate for a building with rooftop PV and energy storage.

The variability of solar irradiance can create fluctuations and high ramp rates in photo-
voltaic (PV) generated power. The intermittency of PV generated power is a significant factor
limiting the large-scale integration of PV and this issue has been investigated in the literature
since the 1980’s [1,2], and is still being discussed [3]. The most common approach for PV
ramp rate control is using energy storage devices to smooth out the fluctuations [4–9]. Energy
storage can be used for supply-demand balancing by storing excess energy for future use or
injecting power to the grid when PV cannot generate sufficient power due to poor weather
conditions. Although this can increase the stability and reliability of the overall system, due
to limited energy storage capacity the storage device may reach its maximum/minimum
allowable state of charge during critical times of its operation. For example, due to such oper-
ating constraints the energy storage system may be unavailable to assist with PV ramp rate
management and this can have significant negative impacts on distribution system operations.
The traditional approach to ramp rate control is to use a moving average method [4,6–10].
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Although this method can reduce PV output fluctuations, it cannot necessarily limit the PV
ramp rate to be within a specific operating range [9]. In this paper, we propose a local control
system based on model predictive control (MPC) for coordinated energy management and
ramp rate control that addresses some of the major limitations of previous work and also adds
a new dimension, the dynamic management of dispatchable building loads.

The two main objectives of our proposed algorithm are: (1) Implement efficient and
orderly control of adjustable resource clusters on the energy-consumption side while absorbing
power supply resources on the nearby distribution network side to solve urgent power
management problems and increase the value of organizational collaboration. (2) Develop
an energy internet strategy that includes the allocation of energy storage capacity to enable
small microresources to participate in power ancillary services and support the in-depth
development of power market reform. The proposed control system operates by enabling
dispatchable renewable distributed generation through coordinated dynamic adjustment of
building loads and the charging and discharging of a battery energy storage system. The
building is connected to a feeder with other buildings, and the system-level controller manages
the power flows within the feeder. Selecting the performance function of the proposed optimal
control approach is an important element, as it defines the global purpose of our proposed
algorithm. These purposes are generally related to energy efficiency [11,12], economic cost
efficiency [13,14], demand response [15,16], grid optimization [17,18], etc. Note, using a
performance function related to economic cost efficiency does not necessarily lead to a control
system that promotes energy efficiency, and vice versa. The control system developed in
this work is focused on minimizing the difference between the desired power trajectory
of the building and the actual power trajectory of the building. In this way, the proposed
control method can be used to achieve many different building performance objectives
through the design of the desired power trajectory. According to the proposed control deign
approach, based on the overall operational objectives at the system-level, the system controller
defines target real and reactive power set points over a given time period (the desired power
trajectories) for the buildings, and this information is provided to the local controllers for
each of the buildings. The local controllers then coordinate the external generation from
solar panels with the available storage in the battery and the controllable building loads to
achieve the targeted set point requested by the system controller while satisfying building
operating constraints. An economic (cost) operational objective can be achieved by selecting
an objective function at the system-level that minimizes the total cost of energy, and translating
this into real and reactive power trajectories for the buildings that are involved. The control
method can also be modified such as to reduce building energy consumption during the peak
hours, move energy consumption to off-peak times such as weekends or nighttime, or to
support grid services such as voltage regulation, power flow management, and power factor
correction. The flexibility that the proposed control approach provides can be of particular
interest for systems with renewable energy resources such as wind and solar along with
energy storage unit. The excess energy can be stored in the battery during off-peak hours
and then used during peak hours. We can also consider a multi-objective approach where the
dynamic operation of the buildings is guided by different objective functions during the day.
For example, the proposed control system can responds to the energy efficiency for the first
two hours of the day, cost efficiency for the next hour and grid optimization for the rest of
the day.

To demonstrate the effectiveness of the two-level control system that has been devel-
oped, we provide a detailed simulation study to evaluate the control system in this paper.
The system is currently deployed and operational at the Case Western Reserve University
(CWRU) campus. One building on the CWRU campus has been equipped with a 50 kW
roof top PV array and a 50 kW/200 kWh battery each with their own smart inverters that
are connected at the AC bus, and a local control system based on MPC that dynamically
manages PV ramp rate to achieve set point tracking of real and reactive power trajectories
for the building as provided by the system controller. The local controller tracks the system
controller set points through coordinated real-time control of building loads and energy
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storage. Details on the design, deployment, and operational performance of this system on
the CWRU campus will be provided in a subsequent paper.

2. Model Predictive Control (MPC)

MPC was introduced for chemical process control in the late 1970s [19]. Recently, it
has become a popular choice for many applications, including power systems; e.g., (1) as a
ramp rate controller in wind turbines [20,21], (2) for controlling battery energy storage (BES)
systems in conjunction with photovoltaic (PV) for smoothing solar injections [22] with a
demonstrated reduction in cost and improvements in overall system performance without
addressing ramp rate and PV forecasting errors in the system, (3) a MPC-based controller
for reducing demand charges while increasing PV utilization without consideration of PV
ramp rate constraints [23].

MPC control benefits from both optimal control and feedback, the controlled sys-
tem can take proper actions to reduce the effects of negative actions before they occur
based on predictions of inputs, disturbances and the future behavior of the system. The
MPC controller can also take into account multiple objectives, and system limitations and
constraints [24].

The MPC controller uses a receding horizon approach to solve for the optimal solution
over a fixed time horizon into the future, i.e., the prediction horizon, using windowed
local measurements and predictions while satisfying current and future system operational
constraints. In the receding horizon strategy, the first element of the optimal control
sequence in the control horizon is applied to the system, the system response is measured,
and computations for the next prediction horizon are initiated. As the controller calculates
the optimal solution for each prediction horizon, it is dynamically adjusting to the current
system behavior and characteristics using a prediction model for the system. Predictions
that can capture the general behavior of the system are sufficient for MPC controller design
and deployment. Acceptable MPC performance can be obtained even with simple dynamic
models and limited computational resources and measurements.

In this paper, we develop a novel approach based on MPC for controlling the PV
ramp rate while responding to real and reactive power requests from system operators.
The State of Charge (SoC) of the energy storage battery is also managed to prevent the
battery from over charging/discharging during peak operating conditions. The MPC
control design is formulated as a convex optimization problem that performs far better
than traditional methods [25,26], and only requires local measurements and predictions
over the prediction horizon window and does not require any further data from the utility
distribution network the building is connected to. Another advantage of our algorithm
over existing algorithms is the day-ahead prediction of battery usage to set the SoC at the
beginning of each operating day. In general, the battery starts the day fully charged, or
at a fixed level of 50% SoC independent of anticipated operating conditions during that
day. Then, on an overcast day for example, sufficient energy may not be available in the
battery at mid-day and the system will no longer be able to control PV ramp rate or possibly
meet the requested power targets from the system controller. On a very sunny day, the
battery may not have sufficient charging capacity to store excess PV power as needed to
meet requested power requirements for the system at a later time. In our approach, the
battery is charged only to the level that is adequate for that day based on PV, building load
and system load forecasts for the day. This eliminates battery overcharging, reduces the
cost of the overall system, and increases the productivity of the system in poor weather
conditions. Finally, the local controller also includes an ES (Energy Storage) trim function
that dynamically adjusts the control commands to the energy storage system to eliminate
errors due to the mismatch between predicated and actual PV data.

Other novelties and innovations of our proposed control approach include (1) a pre-
dictive control algorithm that simultaneously considers ramp rate control of the aggregated
building power and following the set points requested from the system controller, and
(2) dynamic management of building load at a slower time scale along with energy storage
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on a faster time scale to achieve overall management of building power. The majority of
the literature has not considered ramp rate control in conjunction with the economic cost
efficiency, energy efficiency or other grid-related objectives, or the integrated control of
building loads in conjunction with PV and energy storage. The authors in [11] propose an
energy management strategy for a residential microgrid with PV, wind turbine and solar
thermal collectors. A battery energy storage system and water heater unit are used for a
two-degree of freedom control strategy to reduce the overall system cost while balancing
energy generation and consumption. Their control strategy does not consider the ramp
rate control and the battery’s state of charge (SoC) is kept at 50%, without considering
overnight calculations and next day predictions. Additionally, the power of the battery
is considered as the difference between the net power and grid power, and the control
algorithm does not dynamically manage dispatchable loads to control the load demand or
use predictions of consumption. Ref. [27] develops a MPC strategy for demand response
control of a building with HVAC system, PV panels and an energy storage system. Their
objective is to minimize the total cost and reduce the load ramp rate, not the aggregated
power ramp rate. A thermal model of the building is used without considering any energy
consumption. Moreover, the battery’s SoC is maintained at 70% without considering the
next day predictions and overnight calculations. Finally, the authors in [13] have developed
a sampling-based MPC control for a PV-integrated energy storage system to reduce the
total cost of the energy of the entire system. All of these papers have failed to adequately
address the complete problem including ramp rate control of the aggregated power along
with managing load demand and consumption to achieve a more dynamic and efficient
control of integrated (PV, energy storage, building load) system.

3. System Design and Modeling
3.1. System Components and Dynamics

The schematic of the system we are considering in this paper is shown in Figure 1.
The storage unit and PV array have separate DC to AC inverters and are connected at the
AC side of the inverter. The power from the system is assumed positive when it is being
supplied and is assumed negative when it is being consumed. The system components are
as follows:

1. Photovoltaic (PV) Array: The power from this unit is always positive and the gen-
erated power has fluctuations due to weather conditions and is uncontrollable. The
energy storage device is used for smoothing the PV fluctuations by limiting the ramp
rate of generated power from the PV and battery to less than 10% per-minute of
installed PV capacity, as given by the Equation (1):

−10%PVmax ≤ Ramp Rate(ES[t] + PV[t]) ≤ 10%PVmax (1)

where at time t, ES[t] is the energy storage power (kW), PV[t] is the generated PV
power (kW) and PVmax is the installed PV capacity (kW).

2. Energy Storage (ES): This unit can charge and discharge, so the power can be both
positive and negative. To maintain high efficiency, the charge/discharge rate and SoC
per-minute are limited as follows:

ESmin ≤ ES[t] ≤ ESmax

SoCmin ≤ SoC[t] ≤ SoCmax
(2)

where ES[t] is the energy storage power at time t, ESmin and ESmax are lower and
upper bound power limits, respectively, SoCmin and SoCmax are usable bounds for
SoC, and SoC[t] is the state of charge at time t minutes, a unitless value between [0, 1],
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calculated hourly by (3) with ESCapacitymax as the maximum capacity of the energy
storage unit (kWh).

SoC[t] = SoC[t− 1]− ES[t]
60× ESCapacitymax

(3)

3. Building Load (BL): This building only consumes power, so the power is always
negative. The total building load can be divided into controllable and uncontrollable
loads, where the uncontrollable building loads are measured each minute and the
controllable building loads are managed through the building control system using
our proposed control method. For the controllable loads, dynamic models that capture
the temporal behavior of how the load responds to changes in the set points (e.g., the
response of changes in zone temperature set points and static pressure set points on
HVAC loads) are included along with operational constraints that determine upper
and lower bounds on acceptable changes to these controllable building loads over
specified time periods (e.g., these bounds are based on their impact on building
operating variables and occupants, such as zone temperatures and building pressure).

=
~

=
~

~

To the Grid

DC to AC Inverter DC to AC Inverter

Storage UnitPV ArrayBuilding

Figure 1. System schematic.

3.2. The MPC-Based Control Method

The main objective of the MPC-based local controller is to calculate a sequence of
future control signals for building load and energy storage over a prediction horizon,
Np, such that the performance requirements and operating requirements are met. The
control signals are calculated within a control horizon, Nc ≤ Np, and based on the receding
control horizon approach the first element of the control signal is applied within the control
horizon, the initial conditions are updated, and the controller moves to the next prediction
horizon, see Figure 2. The top figure shows the control and prediction horizons at time k1,
while the bottom figure shows the next prediction horizon, with time k2 = k1 + Nc.
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Figure 2. Receding horizons in the MPC algorithm.

At each time k, the controller is attempting to regulate the real (P) and reactive (Q) building
load powers

{
BLP[k], BLQ[k]

}
, and real and reactive energy storage powers

{
ESP[k], ESQ[k]

}
,

within their operating constraints to reduce the tracking error (
{

EP[k], EQ[k]
}

) between re-
quested power (

{
RPP[k], RPQ[k]

}
) and the total building power ({PTotal [k], QTotal [k]}):

EP[k] = RPP[k]− PTotal [k],

EQ[k] = RPQ[k]−QTotal [k],
(4)

where
PTotal [k] = BLP[k]− ESP[k]− PV[k],

QTotal [k] = BLQ[k]− ESQ[k].
(5)

Note that PV only generates real power and because there are uncertainties associated
with the actual PV power generation, for example due to weather, PV[k] = PVf orecast[k] is
used in Equation (5) to develop the following (predictive) control strategy:

EP[k] = RPP[k]−
(

BLP[k]− ESP[k]− PVf orecast[k]
)

EQ[k] = RPQ[k]−
(

BLQ[k]− ESQ[k]
) (6)
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The optimization problem in the control method is then solved in two steps, denoted
by MPC1 and MPC2. MPC1 controls the large slower moving building loads for total power
shifting while MPC2 controls the smaller fast charging unit, energy storage, for smoothing
and to address any deficits that cannot be met by MPC1 on the appropriate time-scales.

3.3. Local Controller Design

Figure 3 shows the block diagram of the local controller. The system consists of seven
data blocks, (Required Power, PV Forecast, PV Actual, Building Load, SoC, Next Day PV
Forecast, Next Day Forecasted Building Load), two optimization blocks, (MPC1, MPC2),
and two calculation blocks (ES Trim, Next Day Initial SoC Calculator). Prediction models
for the energy storage and building load are used inside the MPC1 and MPC2 blocks to
predict real and reactive energy storage power and building load within a given time
horizon. The optimization and calculation block are as follows:

• MPC1: This block calculates the optimized real and reactive building load that min-
imizes the difference between the requested power and the sum of PV forecast and
building load at each time step k within the building operating constraints and a given
time horizon.

• MPC2: This block calculates the real and reactive energy storage power that main-
tains the per minute ramp rate constraint for the combined PV forecast and energy
storage power, assists with minimizing the difference between the requested power
and the sum of PV forecast and building load at each time step k, while satisfying
energy storage system operating constraints and maintaining SoC within its required
operating limits.

• ES Trim: This block modifies the energy storage power to eliminate the impact of PV
forecasting errors on the response of the local (MPC2) controller.

• Next Day Initial SoC Calculator: This block calculates the predicted initial SoC to meet
the forecasted energy requirements (requested building load power given predicted
building loads and PV forecast) for the next day.

The MPC controller structure, as shown in Figure 3, is a two-layer hierarchical struc-
ture with MPC1 in the first layer and MPC2 and ES Trim in the second layer. The first
layer, MPC1, manages the building load system with slower dynamics as compared to
the fast-responding battery controlled by MPC2 in the second layer. Multi-layer control
structures are widely used in controlling large-scale systems where the system has multiple
subsystems that operate on different time-scales. Interested readers can refer to [28] and
the references therein for more details and examples on application of MPC to two-layer
hierarchical control systems.

MPC 1

MPC 2
ES Trim

BL∆Requested Power
Building Load

Forecasted PV

ES

Actual PV

trimmedES

Next Day 
Initial SoC
Calculator

Full Current Day Building Load
Next Day Forecasted PV

Full Current Day Requested Power

Midnight SoC

initialSoC

Figure 3. MPC local control structure.
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3.3.1. MPC1 (Building Load Calculations)

Consider the building load prediction horizon Np,BL, control horizon Nc,BL, sliding
prediction window pwBL = [t, t + Np,BL], and control window cwBL = [t, t + Nc,BL], for
the Building Load (BL) MPC controller. The prediction window slides through data
for every Nc,BL time period. Within each window, the optimization problem in (7) is
solved for the optimal building load control input to the building load, u∗BL(pwBL) =[

u∗P,BL(pwBL), u∗Q,BL(pwBL)
]
, that minimizes the cost function J1 within the given oper-

ational constraints. The quadratic cost function J1 minimizes the tracking error and is
defined as the error between the requested power and the sum of the forecasted PV
and building load. The optimal control for BL is computed within the control window,
u∗BL(cwBL) =

[
u∗P,BL(cwBL), u∗Q,BL(cwBL)

]
, and this is then used to calculate the BL setpoint

for the control window, BL(cwBL) =
[
BLP(cwBL), BLQ(cwBL)

]
and the initial states for

the next prediction window, XBL(pwBL + 1) =
[
XP,BL(pwBL + 1), XQ,BL(pwBL + 1)

]
where

pwBL + 1 = [t + Nc,BL, t + Nc,BL + Np,BL]. The prediction window continues sliding until
the end of the given operational period.

min
u∗BL(pwBL)

J1 = ∑
t∈pwBL

{[
fP, fQ

]T R
[

fP, fQ
]}

s.t.

1.BL Model

{
XBL[t + 1] = ABLXBL[t] + BBLuBL[t]

YBL[t] = CBLXBL[t]
2. min(BL) ≤ BL[t] ≤ max(BL)

(7)

where 

fP = RPP[t]−
(

BLP[t] + PVf orecast[t]
)

,

fQ = RPQ[t]− BLQ[t],

XBL[t] =

[
XBLP [t]
XBLQ [t]

]
, uBL[t] =

[
uBLP [t]
uBLQ [t]

]
,

YBL[t] =

[
BL[t]

BL[t + 1]

]
, ABL =

[
ABLP 0

0 ABLQ

]
,

BBL =

[
BBLP 0

0 BBLQ

]
, CBL =

[
CBLP 0

0 CBLQ

]
,

BL[t] =

[
BLP[t]
BLQ[t]

]
.

(8)

In [29], the authors provide an extensive literature review on data-driven model pre-
dictive control methods for building energy management. According to the authors, model
predictive control methods are one of the most popular control strategies for building
energy management and connection to the grid. The majority of the related MPC liter-
ature focuses on using models of the thermal dynamics of the buildings in their control
strategy [11,27,29]. Specifically, the thermal mass of the building allows the building to be
used for thermal energy storage to assist with managing the building’s heating, ventilation
and air conditioning (HVAC) system. In our proposed method, the dynamics of the build-
ing load is modeled in a quasi steady-state manner based on the building characteristics
and the control system. In this model, the building load transitions from one steady-state
operating point (setpoint) steady-state operating point with a settling time within a 15 min
time window. The following state space model is used for the building in our proposed
MPC method. The matrices for the dynamic building load model are derived from data
provided by the building equipment manufacturers.
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3.3.2. MPC2 (Energy Storage Calculations)

MPC2 runs immediately after the optimization problem in Equation (7) is solved for
the prediction windowpwBL =

[
t, t + Np,BL

]
, right before sliding the MPC1 prediction

window. For MPC2, consider the prediction horizon of Np,ES, control horizon of Nc,ES,
sliding prediction window pwES =

[
t, t + Np,ES

]
, and control window cwES = [t, t + Nc,ES].

The prediction window pwES starts from time t and slides through the data with time
period Np,ES. Within each window, the optimization problem in Equation (10) is solved

for the optimal energy storage control input, u∗ES(pwES) =
[
u∗P,ES(pwES), u∗Q,ES(pwES)

]
,

that minimizes the cost function J2. MPC2, with quadratic cost function J2, minimizes
the tracking error between requested power and total power with constraints on the per
minute ramp rate of the sum of energy storage and forecasted PV. For each control window,
the optimal control,

u∗ES(cwES) =
[
u∗P,ES(cwES), u∗Q,ES(cwES)

]
(9)

is determined and then used to calculate the energy storage for the window, ES(cwES) =[
ESP(cwES), ESQ(cwES)

]
, and the initial states for the next prediction window, XES(pwES +

1) =
[
XP,ES(pwES + 1), XQ,ES(pwES + 1)

]
, where pwES + 1 = [t + Nc,ES, t + Nc,ES + Np,ES].

The prediction window continues sliding until it reaches the end of the building load
prediction window pwBL, t + Np,BL.

min
u∗ES(pwES)

J2 = ∑
t∈pwES

{[
gP, gQ

]T R
[
gP, gQ

]}
s.t

1.ES Model

{
XES[t + 1] = AESXES[t] + BESuES[t]

YES[t] = CESXES[t]

2. SoC[t] = SoC[t− 1]− ESP [t]
60×SoCmax

3. SoCmin ≤ SoC[t] ≤ SoCmax

4.
∣∣∣ramp rate(ESP[t] + PVf orecast[t])

∣∣∣ ≤ 10%PVmax

5.
∣∣ramp rate(ESQ[t])

∣∣ ≤ 10%PVmax

6. |ESP[t]| ≤ ESPmax

7.
∣∣ESQ[t]

∣∣ ≤ ESQmax

(10)

where 

gP = (−RPP[t] + BLP[t])−
(

ESP[t] + PVf orecast[t]
)

,

gQ =
(
−RPQ[t] + BLQ[t]

)
− ESQ[t],

XES[t] =

[
XESP [t]
XESQ [t]

]
, uES[t] =

[
uESP [t]
uESQ [t]

]
,

YES[t] =

[
ES[t]

ES[t + 1]

]
, AES =

[
AESP 0

0 AESQ

]
,

BES =

[
BESP 0

0 BESQ

]
, CES =

[
CESP 0

0 CESQ

]
,

ES(t) =

[
ESP[t]
ESQ[t]

]
.

(11)

The above cost function enforces the ramp rate control. The constraints are explained
in Section 3.1.
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3.3.3. ES Trim

In above formulations, it is assumed that time-scale of the PV data (actual and forecast)
is on the order of minutes. If actual PV data is available every second and if there is a
sudden change in PV output that lasts for only a couple of seconds, the current algorithm
formulation will not be able to handle this situation effectively. The current algorithm
calculates the optimized energy storage value for the next control window based on the
assumption that the PV output is not changing faster than every minute. If, for example,
the actual PV output increases by 150% from its current value for a time period of 20 s, the
current algorithm cannot include this increase in the MPC2 optimization problem, and this
may cause an increase in the actual ramp rate that exceeds the allowable limit.

Figure 4 shows the actual and forecasted PV output over a three-minute time period,
with an energy storage control window, cwES = [t2, t3], of 1 min. It can be seen that the PV
forecast is constant over one-minute windows while the actual PV changes every second.
As mentioned before, the energy storage power is calculated over the control window
based on the assumption that the actual and forecasted PV values are constant over this
time period. However, on the one-second time-scale, the actual PV increases while the
PV forecast remains the same. If the calculated value for energy storage is not updated to
include this increase in actual PV, there will be a sudden increase in ramp rate at the output
that may exceed the desired ramp rate limit.

( )actualPV t

1 60t k= s

( )ES s∆
( )forecastPV t

( )2 60 1t k= + ( )3 60 2t k= + ( )4 60 3t k= +

Figure 4. Real-time actual and forecast PV.

To solve this problem, after MPC2 calculates the per-minute energy storage power
for the control window cwES = [t2, t3], i.e., ES[t2], the trimmed per-second energy storage
power is calculated by

ES[s] = ES[t2] + ∆ES[s], (12)

where
∆ES[s] = PVf orecast[t2]− PVactual [s]. (13)

3.3.4. Next Day Initial SoC Calculator (Overnight Algorithm)

Occasionally, due to poor weather conditions, energy storage may be required to
generate more power than usual to meet the performance requirements of the system as
described by the objective functions in MPC1 and MPC2. Therefore, it is not recommended
to define a specific value for the initial energy storage power (initial SoC at the beginning
of each operational period) and apply it to everyday of the year with different weather and
building load forecasts. The initial SoC at the beginning of an operational period (a day in
our formulation) should be calculated before the start of each day based on the weather
forecast and what building power and required power are expected for that day. If the PV
forecast predicts reduced availability of PV power, e.g., due to overcast weather conditions,
the initial energy storage capacity may need to increase to provide the level of power that
is expected over the operational period, and this requires that the energy storage system
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has the necessary capacity to compensate for the reduction in PV generated power without
reaching the lower SoC limit. A similar situation arises when expected PV power is high,
and it may be necessary for the energy storage system to absorb a larger portion of this
generated power than expected without exceeding the upper SoC limit.

The overnight algorithm runs each midnight and receives day-ahead forecasted values
for building load, requested power and PV generation in 30 min time windows. The
overnight algorithm then calculates SoC for tm = 0, 30, 60, . . . , 1440 min from Equation (14).
The calculations are performed at midnight and based on the value of SoCinitial , the battery
will charge from the grid to increase next-day SoC or discharge the extra power to the grid
to reduce SoC accordingly.

ESp[tm] = −RPp[tm] + BLp[tm]− PVf orecast[tm]

SoC[tm] = SoC[tm − 30]− f racESp[tm]2× SoCmax
(14)

where SoC[−30] is the current SoC at midnight and BLp[t], RPp[t], PVf orecast[t] are the
forecasted values for the next day at 30 min time intervals. The initial energy storage
capacity is then adjusted as listed in Equation (15) with the 125% factor considered for the
forecasting error.

SoCinitial = SoCcurrent + 125%∆ES

where

∆ES =


SoC[tm]max − SoCmax i f SoC[tm]max ≥ SoCmax
SoCmin − SoC[tm]min i f SoC[tm]min ≤ SoCmin

0 o.w.

(15)

where SoC[tm]|max and SoC[tm]|min are the maximum and minimum of SoC[tm] for tm =
0, 30, 60, ..., 1440 min.

4. Simulation Results

In this section, we evaluate the performance of the local control algorithm in two cases,
a two-day simulation and a case where there are sudden changes in the setpoints from the
system controller or in the operational conditions of the system such as generated PV or
building load powers.

4.1. Two-Day Simulation Results

For this case, we consider PV forecast data from an actual site for a two-day period [3],
one day with high solar variability and one day that is overcast, with requested power and
building load profiles also provided for both days. The available solar forecast data along
with requested power and building loads are provided to the MPC algorithm and the results
for building load and energy storage operations are obtained. Figure 5 shows the forecasted
PV from an actual PV array for the two day period. We can see the high variability in the
first day and low PV power in the second day. The PV forecast variability in the first day
may cause issues with maintaining the ramp rate constraint while the reduced level of PV
power availability on the second day requires assistance from the energy storage unit to meet
the requested power requirements. The maximum generated power from the PV array is
50 kW, the maximum energy storage unit capacity is 200 kWh, the charge/discharge limit of
the battery is 50 kW and 50 kVar for real and reactive power, and the usable range for SoC
is between 5% and 95%. For the MPC algorithm, the length of the prediction and control
horizons in minutes are: Np,BL = 15, Nc,BL = 5, Np,ES = 5, and Nc,ES = 1.

The real and reactive requested power setpoints provided by the system controller and
the measured building load are shown in Figure 6, respectively. We can see that in general
the building is consuming more power than the requested power. Therefore, the energy
storage unit will need to compensate for this difference. The controllable loads range from
−15 kW to 15 kW for real power and −5 kVar to 5 kVar for reactive power.
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Figure 5. PV forecast comparison.
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Figure 6. Requested power and building load comparison for (a) real power and (b) reactive power.

4.1.1. Day 1 Simulation Results

The MPC algorithm is applied to the data from the first day and the results for
real power are given in Figure 7. The original data before applying our proposed MPC
algorithm is shown in Figure 7a, where we can see the difference between the requested
power setpoint from the system controller and the original aggregated power from the
building load and PV. Figure 7b shows the system’s response to the MPC1 algorithm,
and we can see a shift in total power that makes it closer to the requested power. The
shift provided by the controllable building loads are calculated by the MPC1 algorithm.
Although the resulted aggregated power is improved, there are still fluctuations that violate
the ramp rate constraint. As shown in Figure 7c, the fluctuations are reduced by using
the energy storage unit controlled by the MPC2 algorithm. We can see that the system
tracks the requested power very well, except at some points such as around 06:00 in the
morning. At this time, the building starts consuming more power as the day starts while
the requested power stays the same. Therefore, additional power needs to be generated
by both the PV and the energy storage units. The PV generates zero power due to the lack
of sunlight at this time of day, so the energy storage must provide the necessary power
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within its operating constraints to compensate for the difference. The operating constraints
limit the amount of power that can be delivered by the energy storage, and results in some
spikes in the total power. The ramp rate and energy storage SoC constraints are both met
as shown in Figure 7d,e, respectively. Based on the energy storage SoC at midnight and the
day-ahead forecasted values for building load and PV generation provided to the system
controller at midnight, the initial SoC for day 2 is also calculated to be 73.55% as shown in
Figure 8.
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Figure 7. Day 1 real power (a) original data, (b) MPC1 simulation result, (c) MPC2 simulation results,
(d) ramp rate constraint, and (e) energy storage SoC constraint.
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The reactive power results are shown in Figure 9. Similar to the real power results,
we can see how ∆BL in MPC1 and energy storage in MPC2 have improved the trajectory
tracking response while maintaining the ramp rate requirement. It should be noted that the
spikes that are present during the early morning hours cannot be improved by the battery
due to its ramp rate constraint.
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Figure 9. Day 1 reactive power (a) original data, (b) MPC1 simulation result, (c) MPC2 simulation
results, and (d) ramp rate constraint.

4.1.2. Day 2 Simulation Results

The MPC algorithm is applied to the Day 2 data, with initial SoC of 27.87% that is the
battery SoC at midnight (end of the previous day). The system halts all MPC2 calculations
to let the battery charge until it reaches the desired SoC of 73.55% determined by the
overnight calculations at the end of Day 1. The requested power and building load profiles
for Day 2 are similar to Day 1, and all other constraints are also the same. The results of
MPC1, MPC2 and the constraints for real power are shown in Figure 10. We can see that
the requested power is met, while all the constraints are satisfied. The sudden peak in the
ramp rate constraint at 2:00 a.m. is when the battery has reached its desired SoC and the
system resumes MPC2 calculations. Similarly, the reactive power response of the system is
also shown in Figure 11 that further verifies the performance of the proposed algorithm.
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Figure 10. Day 2 real power (a) original data, (b) MPC1 simulation result, (c) MPC2 simulation
results, (d) ramp rate constraint, and (e) energy storage SoC constraint.

4.2. System Operational Changes Simulation Results

For this case, we consider scenarios where there are sudden changes in the requested
power setpoints from the system controller, building load consumption and generated
PV. The proposed algorithm is evaluated for these scenarios to observe its performance in
overcoming the difficulties that may occur during actual system operation at Case Western
Reserve University.

4.2.1. Scenario 1-Increased Requested Power Consumption

In this scenario, the real requested power consumption setpoint from the system
controller is increased to 100 kW at 10:30 in the morning for half an hour. As the building
load consumption and generated PV do not change, the requested increase in power
consumption should be compensated for by ∆BL and energy storage as shown in Figure 12.
We can see that prior to the increase, ∆BL was at its limit of −15 kW and cannot further
improve the total power consumption from the building. The higher power consumption
must then be compensated for by the battery and we can see the increase in ESReal from
10:30 to 11:00 a.m. Figure 13 shows the performance of the algorithm for this scenario and
we can see that the updated requested power setpoint is achieved by the system while
satisfying the operational limits. Note that around 10:30 and 11:30 a.m., when the setpoint
is suddenly changed, the overall power consumption does not meet the requested setpoint.
In this case, the battery cannot compensate for this change due to its ramp rate constraint.
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Figure 11. Day 2 reactive power (a) original data, (b) MPC1 simulation result, (c) MPC2 simulation
results, and (d) ramp rate constraint.
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Figure 12. Scenario 1—battery and building load performance.
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Figure 13. Scenario 1—algorithm performance for real power (a) original data, (b) MPC1 simulation
result, (c) MPC2 simulation results, (d) ramp rate constraint, and (e) energy storage SoC constraint.

4.2.2. Scenario 2-Decreased Building Load Consumption

Similar to Scenario 1 in Section 4.2.1, the building load consumption is decreased at
10:30 a.m. for half an hour. With the decrease in the building load consumption, while the
overall power consumption is not changed, the battery should compensate for this change
by consuming more power, which can be observed in Figure 14. The results in Figure 15
confirm the performance of the proposed algorithm in maintaining the requested power
setpoints from the system controller during the sudden decrease in requested building load
consumption from the system controller.
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Figure 14. Scenario 2—battery and building load performance.
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Figure 15. Scenario 2—algorithm performance for real power (a) original data, (b) MPC1 simulation
result, (c) MPC2 simulation results, (d) ramp rate constraint, and (e) energy storage SoC constraint.

4.2.3. Scenario 3-Loss of Generated Power from PV

In this scenario, we consider the case where there is a loss of PV power generation for
half an hour during the day. This loss may happen due to failures in the PV generation
unit or weather conditions. This sudden change was not expected and is not reflected in
the forecasted PV provided to the algorithm, but it will be resolved by the ES trim block.
As we can see in Figure 16, the un-trimmed ESReal has not considered the actual loss in
PV generated power because it is calculated based on the forecasted PV, not actual PV.
However, we can see that the PV loss is considered in the trimmed ESReal that shows
an increase in power supplied by the battery during the period of PV generation loss.
Figure 17 confirms the performance of the proposed algorithm in tracking the system
controller setpoints during the period of sudden PV generation loss.
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Figure 16. Scenario 3—battery and building load performance.
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Figure 17. Scenario 3—algorithm performance for real power (a) original data, (b) MPC1 simulation
result, (c) MPC2 simulation results, (d) ramp rate constraint, and (e) energy storage SoC constraint.

5. Conclusions

This paper has developed a two-level algorithm that dynamically adjusts real/reactive
building load power in coordination with real/reactive energy storage power to constrain
the ramping rate from solar intermittency and to manage overall real/reactive building
load power based on requests from the system controller and electrical distribution network
operators. The local controller receives requested power setpoints from the system con-
troller, and the requested power trajectory can be defined to achieve numerous operational
objectives of system performance such as energy efficiency, grid optimization, etc. The
control algorithm is based on the Model Predictive Control (MPC) framework and uses PV
forecast data and constraints on operating variables such as PV ramp rate, building loads,
and energy storage SoC in the algorithm, and also addresses errors in the PV forecast using
an ES trim to adjust the output of the energy storage system accordingly. It calculates the
next day initial SoC based on PV forecast, and predicted requested power and building
load for the next day. The mathematical formulation of the problem was presented and
details of the algorithm were provided. Simulation studies are conducted to evaluate the
performance of the local control system (MPC1 and MPC2) before actual deployment on
the CWRU campus. Two continuous sample days with different PV forecasts from an
operating PV power plant are considered, and the algorithm was used to adjust building
loads and charging and discharging of energy storage to meet the overall requested power
and operating constraints. The algorithm’s performance in the case of sudden changes in
the electrical distribution system (system controller) requests, building load consumption
and loss of PV generation were also evaluated. Based on the performance analysis as
summarized in this paper, the system developed was deployed on a building on the CWRU
campus. The design, deployment and testing of the system and local (MPC) controllers on
the CWRU campus will be described in detail in a subsequent publication.
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