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Abstract: The process monitoring method for industrial production can technically achieve early
warning of abnormal situations and help operators make timely and reliable response decisions.
Because practical industrial processes have multimodal operating conditions, the data distributions
of process variables are different. The different data distributions may cause the fault detection model
to be invalid. In addition, the fault diagnosis model cannot find the correct root cause variable of
system failure by only identifying abnormal variables. There are correlations between the trend states
of the process variables. If we do not consider these correlations, this may result in an incorrect
fault root cause. Therefore, multimodal industrial process monitoring is a tough issue. In this paper,
we propose a three-step framework for multimodal industrial process monitoring. The framework
aims for multimodal industrial processes to detect the faulty status timely and then find the correct
root variable that causes the failure. We present deep local adaptive network (DLAN), two-stage
qualitative trend analysis (TSQTA), and five-state Bayesian network (FSBN) to implement fault
detection, identification, and diagnosis step by step. This framework can detect the system failure
timely, identify abnormal variables, and find the root cause variable and the fault propagation path.
The case studies on the Tennessee Eastman simulation and a practical chlorobenzene production
process are provided to verify the effectiveness of the proposed framework in multimodal industrial
process monitoring.

Keywords: industrial safety; multimodality; process monitoring; deep neural network;
Bayesian network

1. Introduction

The development of process industry has brought convenience to society, but it has
also brought many industrial accidents, which endanger our property and life. The safety
of process industry has always been a concern of government and community. Chemical
industry is one of the most serious industries because it involves lots of hazardous chemicals
and chemical processes. Tables 1 and 2 list the major chemical accidents and fatality in the
Chinese chemical industry in 2017–2019. According to the analysis, production has the
most accidents and fatalities. Because it involves more chemicals, hazardous processes,
and staff, major accidents will cause more serious property losses and more casualties.

Table 1. The major chemical accidents in Chinese chemical industry in 2017–2019 [1–3].

Year Storage Transportation Maintenance Production Other

2017 0 1 8 7 1
2018 0 0 5 8 0
2019 1 1 3 8 0
Total 1 2 16 23 1
Ratio 2.3% 4.7% 37.2% 53.5% 2.3%
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Table 2. The fatalities of the major chemical accidents in Chinese chemical industry in
2017–2019 [1–3].

Year Storage Transportation Maintenance Production Other

2017 0 10 28 36 3
2018 0 0 19 70 0
2019 78 3 23 44 0
Total 78 13 70 150 3
Ratio 24.8% 4.1% 22.3% 47.8% 1.0%

Industrial process monitoring is an important technical method to ensure process
safety and product quality. It has important effects on the operation of complex dynamical
systems specific to modern industry applications, such as chemical engineering, industrial
electronics, business management systems, energy, and public sectors [4]. It has great
theoretical and application value for improving the level of smart manufacturing in industry
and preventing serious production accidents. The industrial process monitoring method
can technically achieve early warning of abnormal situations and assist operators to make
timely and reliable response decisions.

Chemical processes include model variable failure, physical device failure, and control
system failure (see Figure 1). Model variable failure refers to the fact that some disturbances
cause the devices to deviate from the normal status, such as flow, level, temperature, and
pressure disturbances. Physical device failure refers to pipeline leakage, pump failure,
compressor failure, condenser failure, etc. Control system failure refers to the fact that
errors or faults occur in sensors, controllers, actuators, etc. This paper focuses on model
variable failure in chemical processes. Industrial process monitoring includes three parts:

(1) Fault detection: detect the faulty status.
(2) Fault identification: identify the abnormal variables.
(3) Fault diagnosis: diagnose the root cause variable and the fault propagation path.
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Because practical industrial processes have multimodal operating conditions, the data
distributions of process variables are different. The different data distributions may cause
the fault detection to be model invalid. In addition, the fault diagnosis model cannot find
the correct root cause variable of system failure by only identifying abnormal variables.
There are correlations between the trend states of process variables. If we do not consider
these correlations, this may result in the incorrect fault root cause. Therefore, multimodal
industrial process monitoring is a tough issue. In this paper, we propose a three-step
framework for multimodal industrial process monitoring. We present the deep local
adaptive network (DLAN), two-stage qualitative trend analysis (TSQTA), and five-state
Bayesian network (FSBN) to implement fault detection, identification, and diagnosis step
by step. The framework aims for multimodal industrial processes to detect the faulty status
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timely and then to find the correct root variable that causes the failure. It has wide and
effective application prospects in practical multimodal industrial process monitoring.

The rest of the paper is organized as follows: Section 2 reviews the relevant literature
about fault detection, identification, and diagnosis. Section 3 introduces the basic theory of
DLAN, TSQTA, and FSBN. Section 4 presents the three-step framework for multimodal
industrial process monitoring in detail. Section 5 shows the case studies of the proposed
process monitoring framework, including TEP simulation and a practical chlorobenzene
production process. Section 6 summarizes the whole paper.

2. Literature Review
2.1. Fault Detection

The purpose of fault detection is to detect the system status by using the multivariable
time series process data. Fault detection includes qualitative model-based methods, quanti-
tative model-based methods, and data-driven methods [5–7]. With the development and
promotion of information technology, the widespread application of distributed control
systems (DCSs), advanced process control systems (APCs), and industrial data storage
platforms, data-driven methods have become the main research direction in the field of
industrial process monitoring.

Data-driven methods include multivariate statistics and machine learning. Multivari-
ate statistical methods map the high-dimensional data into principal component space and
residual space and then use Hotelling T2 and squared prediction error (SPE) to estimate
the system status. Multivariate statistical analysis methods do not require the acquisition
of process mechanism knowledge; they only require the use of historical data to build
models [8]. Lu et al. developed two monitoring statistics based on the Wasserstein distance
for fault detection [9]. The common methods are principal component analysis (PCA),
partial least squares (PLS), independent component analysis (ICA), canonical correlation
analysis (CCA), statistical pattern analysis, and kernel based methods [10–13]. Yin et al.
compared the multivariate statistical methods for fault detection by using the Tennessee
Eastman process (TEP) [14]. The research indicates that the average fault detection rate is
only 50~60% for TEP simulation data.

Machine learning methods usually have better performance than multivariate sta-
tistical methods. Auto-encoder (AE) as a neural network can map the raw data into
low-dimension space and then reconstruct the raw data. Because the modeling of AE is
an unsupervised learning procedure and only needs normal data, it has great application
prospects in practical industrial processes. So far, AE has been applied in many fault detec-
tion fields, such as spacecraft telemetry [15], gear and bearing failure [16], and chemical
process failure [17–19].

The traditional methods were designed to operate under the assumptions of inde-
pendently and identically distributed random variable characteristics of static stationary
processes [20]. Fault detection methods of industrial processes under the single stable mode
have achieved satisfactory performance. However, because of raw materials, products,
markets, and environments, practical industrial processes often shift the operating condi-
tions among several modes. Because several modes have different operating conditions,
the data distributions of process variables are different. Multivariate statistics and machine
learning both require the same data distribution between modeling and application. To
solve this problem, we propose a method based on local adaptive standardization (LAS)
and variational auto-encoder bidirectional long short-term memory (VAE-BiLSTM) for the
fault detection of multimodal industrial processes in our previous work [21]. This method
uses LAS for mapping the data in all the modes into the same feature space, so that the data
have the same distribution. Then, it uses VAR-BiLSTM to build and train a fault detection
model. It was proven that the LAS-VAE-BiLSTM method can be applied to multimodal
industrial processes, and it works especially well even if the operating condition shifts
to a new mode that has never occurred in history. In this paper, we call it the deep local
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adaptive network (DLAN) and use it as the fault detection method to conduct follow-up
process monitoring research.

2.2. Fault Identification

The purpose of fault identification is to identify the abnormal variables when the
system is faulty. Fault identification can be classified into reconstruction methods, contri-
bution plots, and reconstruction-based contributions [22]. Contribution plots are widely
used methods and easy to calculate. Miller et al. used contribution plots for product
quality control [23]. MacGregor combined contribution plots with PCA and PLS for online
monitoring [24]. Dunia et al. proposed a subspace-based fault reconstruction method
for fault identification tasks [25]. Qin et al. defined a T2 contribution that eliminates the
cross-talks among variables [26]. Yue et al. proposed a combined index used Hotelling’s T2

and SPE [27]. Alcala and Qin proposed a new method for a contribution analysis based on
the reconstruction of a fault detection index along the direction of a variable [28].

The aforementioned methods are based on multivariant statistical methods. However,
DLAN as a deep neural network is essentially a black box model. Different from multivari-
ant statistics, humans do not totally understand the internal structure of neural networks.
Therefore, the interpretability of deep neural networks is relatively weak. In this paper, we
develop a contribution-based method by using DLAN for fault identification.

2.3. Fault Diagnosis

The purpose of fault diagnosis is to diagnose the system failure when the system
is faulty. The present fault diagnosis methods include classification-based methods and
inference-based methods. Classification-based methods can directly classify the fault data
into specific fault types via a classifier. These methods mainly use process data with
fault type labels for building and training artificial neural networks (ANNs). Watanabe
and Venkatasubramanian used ANNs for fault diagnosis of chemical processes [29,30].
Xie and Zhang used the deep belief network (DBN) for fault classification and achieved
satisfactory diagnosis performance [31,32]. Wu et al. used a convolutional neural net-
work (CNN) for fault classification and further improved the fault diagnosis accuracy [33].
Wang et al. proposed a novel method for rotating machinery on the basis of multisensor
data fusion and bottleneck layer optimized convolutional neural network [34]. Li et al.
proposed a wavelet transform-assisted CNN for the hypertoxic fluorochemical engineering
processes [35]. Wang and Zhang proposed a neural network-based process fault diagnosis
system with Andrews plot for information preprocessing to enhance the performance
of online process fault diagnosis [36]. Classification-based methods require many fault
data with fault type labels for supervised training. Therefore, these methods have some
limitations in multimodal industrial processes without fault data. In addition, classifi-
cation neural networks are vulnerable to attack by adversarial examples. Adversarial
examples are created by adding a small amount of noise to an original sample in such a
way that no problem is perceptible to humans, yet the sample will be incorrectly recognized
by a model [37,38].

Inference-based methods formally describe the connections between process variables,
and then they perform fault inference for searching for the fault propagation path and
determining the root cause of the system failure. Fault tree analysis (FTA) and signed
directed graph (SDG) are the main models for representing the internal structure of the
system. Compared with the tree structure of FTA, SDG can accurately describe the causal
relationship between variable/variable and variable/fault type by means of a graph struc-
ture. Iri et al. were the first to present the SDG model [39]. Then, Shiozaki et al. developed
a novel SDG with five state nodes and added the fault occurrence time [40]. Batanov and
Cheng developed a Fault Diagnosis Expert System (FDES) for locating the root causes
of a set of abnormalities in the ethylene distillation process. [41]. Because SDG is only a
qualitative method and cannot meet the need of fault diagnosis system, some quantitative
methods combined with SDG have been studied. Vedam and Lee proposed the PCA-SDG
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and PLS-SDG methods, which use PCA or PLS for fault detection and then use SDG for
fault diagnosis [42,43]. Maurya et al. proposed qualitative trend analysis (QTA) combined
with SDG, which can diagnose tiny faults [44]. Because original SDG lacks quantitative
information, redundant and spurious results may be produced in fault inference. To solve
this problem, Yang et al. developed the probabilistic SDG (PSDG) method [45]. The root
cause of the system failure can be determined by calculating the conditional probabilities of
the directional edges in a graph. Gharahbagheri et al. proposed a fault diagnosis method by
using Kernel PCA combined with the Bayesian network (BN), which achieved satisfactory
process monitoring performance [46].

In this paper, we present a two-stage qualitative trend analysis (TSQTA) method for
extracting the trend states of local moving window data, transforming the continuous data
of abnormal variables into trend state information. Then, we present a five-state Bayesian
network (FSBN) method for fault diagnosis. Based on the results of fault detection and
identification, the method can search the fault propagation path and infer the root cause
variable by using the trend state information of abnormal variables.

3. Methodology

In this section, we introduce the basic theory of our proposed methods. DLAN was
used to detect the faulty status and identify abnormal variables. TSQTA was used to extract
the trend state information of abnormal variables. FSBN was used to search the fault
propagation path and infer the root cause of the system failure.

3.1. Deep Local Adaptive Network

One industrial process generally experiences several operating modes. If the operating
condition shifts to a new mode that has never occurred before, the process monitoring
model may fail. DLAN was proposed to solve the multimodal adaptation problem [21].
This method has two parts: LAS and VAE-BiLSTM. LAS is used to preprocess local moving
window data, and VAE-BiLSTM is trained to detect the unstable deviation in the local
moving window.

3.1.1. LAS for Data Preprocessing

For a training dataset X ∈ Rm×n, the sample in a local moving window at time i is
defined as

wi =
[
xi−t+1 . . . xi

]
=

 x(1)

. . .
x(m)

 =


x(1)i−t+1 · · · x(1)i

...
. . .

...
x(m)

i−t+1 · · · x(m)
i

 (1)

where t is the length of the local moving window, m is the number of variables, and n is
the sample number of the training dataset. In order not to rely on historical data, the mean
and the standard deviation are defined as

ŵi =
[
yi−t+1 . . . yi

]
=

y(1)

. . .
y(m)

 =


y(1)i−t+1 · · · y(1)i

...
. . .

...
y(m)

i−t+1 · · · y(m)
i

 (2)

y(m)
t =

x(m)
t −mean(x(m))

gmstd(m)(X(m))
(3)

gmstd(m)
(

X(m)
)
=

√√√√n1(std(X(m)
1 ))

2
+ . . . + np(std(X(m)

p ))
2

n1 + . . . + np
(4)

where ŵi denotes the standardized sample of wi, gmstd(·) denotes the global mean standard
deviation (gmstd), nj (j = 1~p) is the number of samples under mode j in the training dataset,
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Xj is the normal data under mode j in the training dataset, and mean(·) and std(·) denote
the mean and the standard deviation operations.

Here we assume that normal data in the standardized sample ŵi follow Gaussian
distribution approximately. When the system is faulty, one or several variables will tend
to rise or fall in the local moving window. The standardized sample ŵi of the fault data
will deviate from the distribution of the standardized sample of the normal data. Figure 2
shows the comparison of one variable of ŵi for normal data (yellow) and fault data (red).
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3.1.2. VAE-BiLSTM for Fault Detection

After the LAS calculation, VAE-BiLSTM was built and trained by the standardized
samples. VAE is composed of an encoder and a decoder [47]. Given an input data
ŵi ∈ Rm×t, an encoder fθ(·) calculates a feature vector hi as a latent representation. Then, a
decoder gφ(·) reconstructs

∼
wi ∈ Rm×t from the latent feature vector hi.

hi = fθ(ŵi) (5)

∼
wi = gφ(hi) (6)

Especially, hi is assumed as a univariate Gaussian distribution, and a “reparameteriza-
tion trick” is presented as

hi,l = µi + σi � εi,l (7)

where εi,l ∼ N (0, I) and � denotes an element-wise product. µi and σi are extracted by an
encoder. The loss function of VAE includes the KL-divergence loss and the reconstruction
loss as

L(ŵi) = λ
m

∑
j=1

((
µ
(j)
i

)2
+
(

σ
(j)
i

)2
− 1− log

((
σ
(j)
i

)2
))

+
∥∥∥∼wi − ŵi

∥∥∥2

2
(8)

where λ > 0 is a trade-off parameter for the penalty of the KL-divergence loss.
VAE-BiLSTM is a model that the encoder and the decoder are composed of. BiLSTM

is more applicable for time series data. To extract the contextual information efficiently,
BiLSTM has a feedforward neural network and a backward neural network. Hence, we
used BiLSTM as the layers of VAE to encode and decode the data.

At the modeling stage, the historical data were divided into a training dataset and
a validation dataset. After training the VAE-BiLSTM model, we used ξi = L(ŵi) as the
abnormal score to determine whether wi is abnormal or not. The abnormal scores ξi of
all the validation data were calculated to determine the upper control limit η based on
kernel density estimation. This threshold corresponds to the 99.99% confidence level. For
online monitoring, the current process data wi were standardized by using the LAS method.
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Then, the standardized data ŵi were used to calculate the abnormal score ξi by using the
VAE-BiLSTM model. If ξi > η, a fault is detected; otherwise, the process is normal.

3.1.3. Contributions for Fault Identification

The structure of DLAN is similar to the PCA method. The function of encoder is
similar to the dimension reduction from raw data space to principal component space. The
function of the decoder is similar to the reconstruction from principal component space to
raw data space. Based on the similarity, we applied the contribution calculation to DLAN.
Hotelling’s T2 and SPE are usually used for PCA monitoring. For the DLAN method, these
two indexes can be calculated as

T2 = hT
i hi (9)

SPE =
∥∥∥∼wi − ŵi

∥∥∥2

2
(10)

∼
wi =


z(1)i−t+1 · · · z(1)i

...
. . .

...
z(m)

i−t+1 · · · z(m)
i

 (11)

Furthermore, the contribution of each variable was calculated as

c(m)
i =

i

∑
j=i−t+1

(z(m)
j − y(m)

j ) (12)

c(m)
i denotes the contribution of variable m of ŵi, which is used to measure the contri-

bution of each variable to the system failure.
Only using the contribution plot makes it very difficult to identify abnormal variables.

Furthermore, we defined a threshold for each variable to determine which variables are
abnormal. Using the contribution thresholds can quantificationally identify the abnormal
variables. The contributions c(m)

i of all the validation data were used to determine the
upper limit ψ(m) based on kernel density estimation. The threshold corresponds to the
90% confidence level. For online monitoring, if the contribution of variable m of the current
data c(m)

i > ψ(m), variable m is abnormal; otherwise, variable m is normal.

3.2. Two-Stage Qualitative Trend Analysis

The basic idea of QTA is to extract effective qualitative trend information from quanti-
tative process data by converting time series data into a trend sequence. Trend analysis can
qualitatively reflect the operating status of the system and help operators understand the
tendency of abnormal variables, so that they can adjust the operating variables to restore
the stability of the system as soon as possible [48,49]. Based on the local moving data, we
present a novel TSQTA method, which has three parts: trend symbol, trend extraction, and
trend recognition.

3.2.1. Trend Symbol

For moving window data with a fixed time length, we considered this variable as
consisting of two trends in this window. By fitting two linear segments, the trends of this
variable can be obtained. This has two advantages: (1) Using two consecutive trends to
describe the tendency of variables can clearly represent the dynamic information. (2) Using
window data with a fixed time length can align the trend lengths of variables, which can
precisely show the correlation between the trends of variables.

In our method, we used 5 symbols to describe the trends of variables, including
“normal” (A), “rise” (B), “fall” (C), “step up” (D), and “step down” (E) (see Figure 3). These
trends can represent the states of the normal and abnormal variables accurately.
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3.2.2. Trend Extraction

The purpose of trend extraction is to split the local moving window into two segments
and fit them by using linear equation. The linear equation is defined as

y(t) = p(t− tb) + yb (13)

where tb denotes the beginning of the segment, yb denotes the measurement of the variable
at tb, and p denotes the slope of the trend.

If the length of the segment is L, the linear fitting can be implemented as

p =
∑L

i=1
(
ti − t

)
[y(ti)− y]

∑L
i=1 (ti − t)2 (14)

Then, we enumerated the split point tk = 5, 6, . . . , t− 5. 1 ∼ tk is the first segment,
and (tk + 1) ∼ t is the second segment. Through fitting two segments separately and
accumulating the fitting error between the prediction and the measurement, we can find
the best split point t∗k with the minimum fitting error as

t∗k = min
tk

tk

∑
j=1
|y(j)− y1(j)|+

t

∑
j=tk+1

|y(j)− y2(j)| (15)

3.2.3. Trend Recognition

The purpose of trend recognition is to determine the trend state with two linear
segments. Figure 4 shows the linear segments in the local moving window, where y1

e means
the end measurement of the first segment, y2

b means the beginning measurement of the
second segment, and y2

e means the beginning measurement of the second segment.
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Then, we defined Id = y2
b − y1

e , which measures the continuity of two linear segments.

Each variable has two thresholds, p(m)
th and I(m)

th . p(m)
th is used to determine whether variable

m is stable or not. I(m)
th is used to determine whether variable m has step change or not.

We can calculate the slopes pi of the local moving windows and the difference Id,i between
two consecutive samples. Then, we used kernel density estimation with 99% confidence
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level to calculate p(m)
th and used twice the maximum of Id,i to calculate I(m)

th . The rule of the
trend recognition is illustrated in detail in Figure 5.
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3.3. Five-State Bayesian Network

The Bayesian network is a model that regards variables as nodes, uses the causal-
ity between variables as edges, and calculates the conditional probabilities to measure
the information flow relationship of variables [46,50]. The definition of the Bayesian
network is as

G = (V, E, ψ) (16)

where V denotes the nodes, E denotes the edges between the nodes, and ψ denotes the
states of the nodes. The typical Bayesian network used for industrial process monitoring has
two states, ψ ∈ {normal, abnormal}. In practical industrial processes, only using two states
cannot describe the trends of variables and the positive/negative effects between variables.
For example, with a positive effect A→B, B rises when A rises, and B falls when A falls;
with a negative effect C→D, D rises when C falls, and D falls when C rises. Considering
the trend states extracted by TSQTA, we developed an FSBN method. Because we focused
on the current states of variables, the trend states of the second segments were utilized
as the node states of the FSBN model, that is, ψ ∈ {normal, rise, fall, stepup, stepdown}.
Compared with the two-state Bayesian network, the FSBN method can find more accurate
root cause variables of the system failure by utilizing the correlations between the trend
states of process variables.

3.3.1. Causality Network

The key of FSBN for fault diagnosis is how to build a causality network for an industrial
process to express the causal relationship between variables. There are mainly three
methods: mathematic method, experiential knowledge method, and data-driven method.
The mathematical method requires knowledge of the differential equations of variables.
However, complex industrial processes are difficult to be described by mathematical models.
The experiential knowledge method relies on the knowledge of experts to determine the
causal relationship between variables. It can build a complete and valid graph without
any process data, but the modeling work is tough and time-consuming. The data-driven
method uses the trend relationship of historical data to automatically calculate the causality
of variables. However, it relies on the causal information of historical data, which means if
there are no relevant trends of correlated variables, the data-driven method cannot mine
the causality even some simple causality.

For a practical industrial process, we suggest that if there are not enough data, we can
utilize the process flow diagrams and the control strategy to build the causality network.
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If there are sufficient data, we can combine the expert knowledge and the data analysis
results to build the causality network accurately.

After modeling the causality network, we used conditional probabilistic tables (CPT)
to describe the relationship between the states of variables. The CPT between the nodes
can be calculated by maximum likelihood estimation.

3.3.2. Fault Inference

Fault inference can be implemented by Bayesian inference. Firstly, we selected an
abnormal variable (usually starting at the variable with the largest contribution) and set the
actual abnormal state (rise, fall, step up, and step down) 100%. If this variable is a root node
or its cause variables are normal, it is the root cause variable of the system failure; otherwise,
we should calculate the abnormal state probabilities of its abnormal cause variables by
using Bayesian equation. To ensure the correct positive and negative effects of the variables,
we should delete the cause variables whose actual abnormal state probabilities are less
than 5%. Among the cause variables, the variable with the maximum actual abnormal state
probability is the new cause node of the system failure. Then, we set the actual abnormal
state of the new cause node to 100%. Like this procedure, we located the abnormal node
by following the causality from downstream to upstream, until the current node does not
have cause nodes or all cause nodes of the current node are normal. The ending node is the
root cause variable of the system failure.

4. Framework

The three-step framework for multimodal industrial process monitoring is shown
in Figure 6.

Offline modeling.

(1) Collect the historical normal data in one or several operating modes.
(2) Split the data into training data and validation data.
(3) Reshape training data and validation data into local moving window data and imple-

ment LAS procedure.
(4) Design a deep neural network as the DLAN model.
(5) Use training data for training the DLAN model and use validation data for calculating

the detection threshold η.
(6) Use the DLAN model to calculate the contributions of variables for validation data

and calculate the contribution thresholds ψ(m) of variables.
(7) Use the local moving window data of the raw historical normal data to calculate the

slope thresholds p(m)
th and the step thresholds I(m)

th .
(8) Calculate the trend states of variables of the local moving window data by using the

TSQTA method.
(9) Use the process knowledge to build causality network of variables as the FSBN model.
(10) Use the trend states to calculate the conditional probabilities of the FSBN model.

Online monitoring.

(1) Collect the online data and reshape them into local moving window data and imple-
ment LAS procedure.

(2) Use the DLAN model to calculate the abnormal score ξi of the online data. If ξi > η,
the system is faulty; otherwise, the system is normal.

(3) If the system is faulty, use the DLAN model to calculate the contributions c(m)
i of the

variables. If c(m)
i > ψ(m), variable m is an abnormal variable; otherwise, variable m is

a normal variable.
(4) Rank the abnormal variables with c(m)

i /ψ(m) to measure the degree of anomaly.
(5) Calculate the trend states of abnormal variables of the local moving window data by

using the TSQTA method.
(6) Update the trend states of abnormal variables in the FSBN model.
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(7) Through fault inference, search the root cause variable of the system failure and the
fault propagation path.
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5. Case Studies

This section shows two case studies of the three-step multimodal industrial process
monitoring framework. These two case studies will validate the effectiveness and applica-
bility of our proposed framework.

5.1. Tennessee Eastman Process

TEP simulation was developed by Downs and Vogel [51]. The process includes a
reactor, a condenser, a compressor, a separator, and a stripper. Then, Ricker designed
a control system and presented six operating conditions with different product ratios
and different yields for TEP [52,53]. In this case, we utilized the revised version estab-
lished by Matlab simulink, which was developed by Bathelt [54]. This version includes
30 process measurements, 12 manipulated variables, and 43 component variables. Because
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the sampling interval time of component variables is very long in the practical factories,
we only used 42 variables here for the experiment. To simulate the multimodal processes,
we used the operating conditions of Modes 1, 2, 4, and 5 presented by Ricker. Figures 7
and 8 show the process flow diagram and the control system of TEP simulation.
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5.1.1. Offline Modeling

For these four modes, the sampling interval time is 1 min with 42 variables. Each mode
collects normal data and fault data. Normal data for each mode include 80,000 samples
(55.5 days). Fault data for each mode include 28 disturbances as fault types. Each fault type
simulates for 10 h. Fault data for each mode include 16,800 samples (11.7 days). We split
the 80,000 samples into training/validation/testing datasets with 60%/20%/20%.

For offline modeling, we only used the training and validation normal datasets in
Modes 1 and 4. We reshaped the samples into local moving window data with 42 variables
for 60 min and implemented the LAS procedure. Then, we designed a DLAN model listed
in Table 3.
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Table 3. The structure of the DLAN model for TEP.

Layer Input Channel Output
Channel INPUT DIM OUTPUT DIM

BiLSTM 42 100 42 × 60 200 × 60
Linear/ReLU 200 100 200 × 60 100 × 60

BiLSTM 100 50 100 × 60 100 × 60
Linear/ReLU 100 50 100 × 60 50 × 60

Reparameterization 50/50 50/50 50 × 1 50 × 1
BiLSTM 50 100 50 × 60 200 × 60

Linear/ReLU 200 100 200 × 60 100 × 60
BiLSTM 100 42 100 × 60 84 × 60

Linear/ReLU 84 42 84 × 60 42 × 60

We used the training dataset in Modes 1 and 4 to train the DLAN model with
20 epochs and 0.0001 learning rate. After training, we used the validation dataset in
Modes 1 and 4 to calculate the abnormal scores of the samples. We calculated the upper
control limit η based on kernel density estimation. Then, we used the validation dataset
in Models 1 and 4 to calculate the contributions of variables of samples. We calculated
the contribution thresholds ψ(m) based on kernel density estimation. Next, we used the
training and validation datasets in Modes 1 and 4 to calculate the slope thresholds p(m)

th and

the step thresholds I(m)
th for each variable. Then, we implemented the TSQTA method to

calculate the trend states of the training, validation, and fault datasets in Modes 1 and 4.
According to Figures 7 and 8, we established a causality network of TEP through

process knowledge. Finally, we utilized the trend states of the training, validation, and
fault datasets in Modes 1 and 4 to calculate the conditional probabilities of the causality
network for building the FSBN model (see Figure 9).

1 

 

 

Figure 9. The structure of FSBN model.

5.1.2. Mode 2 Fault 3: Step Change of Feed D Temperature

In this case, the temperature of feed D has a step change. Because of the flow controller
of the cooling water of the reactor, the temperature of the reactor is stable. For this distur-
bance, only variable 24 has a step change, and the other variables are normal. Figure 10
shows the detection result of the DLAN model. The red line means the detection threshold
η, and the green line means the time of the disturbance introduction. Before the green
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line, the abnormal score is lower than the detection threshold, which means the system is
normal. When the disturbance is introduced, the abnormal score immediately exceeds the
red line, which means the system is changing. Because the system is still stable due to the
flow controller of the cooling water of the reactor, the abnormal score will return to normal.
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When the abnormal score exceeds the red line in 1 min after the disturbance introduc-
tion, DLAN will calculate the contributions of variables to identify the abnormal variables
(see Table 4). Only variable 24 is identified so that this is the root cause variable. Figure 11a
illustrates the linear fitting of variable 24 in 1 min, which shows that the TSQTA method
can describe the actual trend states of the process variables.

Table 4. The contributions of abnormal variables in 1 min for Mode 2 fault 3.

Variable Index Description Contribution First Trend Second Trend

24 Feed D
Temperature 2537.8 Normal Rise
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Table 5 lists the contributions of the abnormal variables in 10 min after the disturbance
introduction. The second trend changes to “Step up”, which corresponds to the disturbance
of step change. Figure 11b illustrates the linear fitting of variable 24 in 10 min, which shows
the trend states of variable 24 clearly.

Table 5. The contributions of abnormal variables in 10 min for Mode 2 fault 3.

Variable Index Description Contribution First Trend Second Trend

24 Feed D
Temperature 21,721.9 Normal Step up
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5.1.3. Mode 5 Fault 6: Flow Loss of Feed A

In this case, the flow of feed A is lost and changes to 0. This disturbance cannot be
eliminated by the controller system so that it is a dangerous fault. Figure 12 shows the
detection result of the DLAN model. The red line means the detection threshold η, and
the green line means the time of the disturbance introduction. When the disturbance is
introduced, the abnormal score immediately exceeds the red line, which means the system
is changing. Because the system cannot be controlled by the controller system, the detection
result will be always abnormal.
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When the abnormal score exceeds the red line in 1 min after the disturbance introduc-
tion, DLAN will calculate the contributions of variables to identify the abnormal variables
(see Table 6). Only variable 1 is identified so that this is the root cause variable.

Table 6. The contributions of abnormal variables in 1 min for Mode 5 fault 6.

Variable Index Description Contribution First Trend Second Trend

1 Feed A flow 13.8 Normal Fall

Table 7 lists the contributions of abnormal variables in 2 min after the disturbance
introduction. If we do not use the contribution thresholds in our method, we cannot identify
which variables are abnormal (see Figure 13). Through our method, we can identify that
variable 33 is abnormal. There are two abnormal variables identified by the DLAN model.
Therefore, we should implement the FSBN procedure.

Table 7. The contributions of abnormal variables in 2 min after disturbance introduction.

Variable Index Description Contribution First Trend Second Trend

1 Feed A flow 42.7 Normal Fall
33 Feed A valve 1.3 Normal Rise
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Firstly, we started at variable 1, which has the largest contribution. We set the trend
state “Fall” of “Feed A flow” as 100% and updated the FSBN model. The trend state “Fall”
of “Feed A valve” is 96%. However, the actual trend state of “Feed A valve” is “Rise”, the
probability of which is 2% < 5%. Therefore, the root cause of this fault is “Feed A flow falls”.
If we use the two-state Bayesian network, we will find that the root cause is “Feed A valve
rises”, which is not the real root cause. Therefore, our proposed FSBN method can provide
more accurate and more detailed information.

Table 8 lists the contributions of abnormal variables in 10 min after the disturbance
introduction. Figure 14 illustrates the linear fitting of abnormal variables, which shows the
trend states clearly.

Table 8. The contributions of abnormal variables in 10 min after disturbance introduction.

Variable Index Description Contribution First Trend Second Trend

1 Feed A flow 181.8 Normal Step down
33 Feed A valve 72.6 Normal Rise

16 Stripper
pressure 7.0 Normal Fall

7 Reactor pressure 6.8 Normal Fall

13 Separator
pressure 6.6 Normal Fall

21

Outlet
temperature of

cooling water of
reactor

5.3 Normal Rise

20 Compressor
power 2.7 Normal Fall

28 Flow of cooling
water of reactor 2.5 Normal Fall

40 Valve of cooling
water of reactor 2.1 Normal Fall

9 Reactor
temperature 1.6 Normal Rise

6 Reactor feed 1.6 Normal Fall
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We should implement the FSBN procedure in 10 min. Firstly, we started at variable
1, which has the largest contribution. We set the trend state “Step down” of “Feed A flow”
as 100% and updated the FSBN model. The final root cause variable is still “Feed A flow”
with “Step down”, which corresponds to the actual fault disturbance. Figure 15 illustrates
the comparison of the fault inference results of the two-state Bayesian network and our
proposed FSBN. It proves that the FSBN method can search the correct root cause variable,
which causes the system failure, and describe the detailed fault propagation path.
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Figure 15. The fault inference results in 10 min for Mode 5 fault 6 (yellow: root cause; green:
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Bayesian network.

5.2. Chlorobenzene Production Process

Finally, we applied the three-step multimodal industrial process monitoring frame-
work to a practical chlorobenzene production process. This can help operators learn the
abnormal changes of the process and the fault propagation of variables. The process
includes three parts:

(1) chlorination reaction: Benzene (C6H6) and chlorine (Cl2) react in 10 chlorinators A~J.
The chlorinators include FeS and produce chlorinated benzene (C6H5Cl) and HCl.
C6H5Cl enters five intermediate tanks A~E. HCl enters the gas absorption unit.

(2) dehydrochlorination: C6H5Cl enters two filters A/B from five intermediate tanks,
then enters two dehydrochlorination towers A/B. The bottom liquid of the towers
enters the distillation unit. The top gas of the towers enters the gas absorption unit
through condensers and recoolers.

(3) gas absorption: The gas from the chlorination reaction and dehydrochlorination units
enters two absorption towers from below. The absorption liquid from the circulating
tank enters two absorption towers from above. The bottom liquid of the towers
re-enters the circulating tank, and the top gas of the towers enters the hydrochloric
acid production unit. The liquid of the circulating tank enters the five intermediate
tanks A~E.

5.2.1. Offline Modeling

We collected the historical data including 136 variables in 1 month from DCS. The
sampling time is 1 min, and the data include 43,205 samples. Figure 16 illustrates the
flows of Cl2 and C6H6 for 10 chlorinators. In the process of continuous operation, there are
several times to switch the operating conditions, so that this is a multimodal process. There
are four modes, which are shown in Figure 16. In the first case, we used the data in Modes
1 and 3 as training and validation data for offline modeling, and then we used the data in
Mode 4 as testing data for application. In the second case, we used the data in Mode 2 as
training and validation data for offline modeling, and then we used the data in Mode 3 as
testing data for application.
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Figure 16. The flows of Cl2 (a) and benzene (b) for 10 chlorinators.

We reshaped the samples into local moving window data with 136 variables for
60 min and implemented the LAS procedure. Then, we designed a DLAN model listed
in Table 9.

Table 9. The structure of the DLAN model for chlorobenzene production process.

Layer Input Channel Output
Channel Input Dim Output Dim

BiLSTM 136 300 136 × 60 600 × 60
Linear/ReLU 600 300 600 × 60 300 × 60

BiLSTM 300 150 300 × 60 300 × 60
Linear/ReLU 300 150 300 × 60 150 × 60

Reparameterization 50/50 150/150 150 × 1 150 × 1
BiLSTM 150 300 150 × 60 600 × 60

Linear/ReLU 600 300 600 × 60 300 × 60
BiLSTM 300 136 300 × 60 272 × 60

Linear/ReLU 272 136 272 × 60 136 × 60

We used the training dataset to train the DLAN model with 50 epochs and
0.0001 learning rate. After training, we used the validation dataset to calculate the abnormal
scores of samples. We calculated the upper control limit η based on kernel density estima-
tion. Then, we used the validation dataset to calculate the contributions of each variable of
samples. We calculated the contribution thresholds ψ(m) based on kernel density estimation.
Next, we used the training and validation datasets to calculate the slope thresholds p(m)

th
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and the step thresholds I(m)
th . Then, we implemented the TSQTA method to calculate the

trend states of the training and validation datasets.
We established a causality network of chlorobenzene production process through

process knowledge (see Figure 17). We can find that these variables cluster into two parts.
The variables of the bottom right part mainly belong to the chlorination reaction unit. The
variables of the top left part mainly belong to the dehydrochlorination and gas absorption
units. Finally, we utilized the trend states of the training and validation datasets to calculate
the conditional probabilities of the causality network for building the FSBN model.
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5.2.2. Modes 1 and 3 for Modeling and Mode 4 for Application

For the data in Mode 4, when t = 710 min, the abnormal score exceeds the detection
threshold, which means system failure (see Figure 18).
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Then, we calculated the contributions of variables to find abnormal variables and
used the TSQTA method to identify their trend states. Through the calculation, we found
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39 abnormal variables. Figure 19 illustrates the linear fitting of 16 abnormal variables,
which have larger abnormal contributions. We found that these variables actually have
abnormal trends. This can prove that our methods can detect the system anomaly and
abnormal variables correctly and effectively.
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Finally, we used the FSBN model to implement the fault diagnosis. Firstly, we started
at variable 85, which has the largest contribution. Through fault inference, we found that
variable 65 “Chlorine feed flow of chlorinator B falls” is the root cause. From Figure 19, we
found that variable 65 actually has the “Fall” abnormal trend state. Figure 20 shows the
fault propagation path when t = 710 min in Mode 4.
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step up; blue: fall or step down).

5.2.3. Mode 2 for Modeling and Mode 3 for Application

For the data in Mode 3, when t = 1236 min, the abnormal score exceeds the detection
threshold, which means system failure (see Figure 21).
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Figure 21. Fault detection when t = 1236 min in Mode 3.

Then, we calculated the contributions of the variables to find the abnormal variables
and used the TSQTA method to identify their trend states. Through the calculation, we
found 23 abnormal variables. Figure 22 illustrates the linear fitting of 16 abnormal variables,
which have larger abnormal contributions. We found that these variables actually have
abnormal trends.
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Finally, we used the FSBN model to implement the fault diagnosis. Firstly, we started
at variable 89, which has the largest contribution. Through fault inference, we found that
variable 59 “Chlorine feed flow of chlorinator F rises” is the root cause. From Figure 22, we
found that that variable 59 actually has the “Rise” abnormal trend state. Figure 23 shows
the fault propagation path when t = 1236 min in Mode 3.
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6. Conclusions

In this paper, a three-step framework based on DLAN, TSQTA, and FSBN is proposed
for multimodal industrial process monitoring. The method uses the DLAN method to detect
the system anomaly and calculate the contributions for identifying abnormal variables.
Especially, we defined a threshold for each variable to determine which variables are
abnormal. Then, the TSQTA method was developed to identify the trend states of abnormal
variables. We describe the trends of variables with 5 states, including ”normal”, “rise”,
“fall”, “step up”, and “step down”. Finally, based on the trend states of variables, the
FSBN method is presented to search the root cause variable of the system anomaly and find
the fault propagation path. The proposed framework can adapt to multimodal industrial
processes, which can help operators learn about the processes especially when the system
is abnormal.

The results of case studies are as follows:

(1) TEP simulation

In the case of Mode 2, the fault root cause is “Feed D Temperature steps up”, which
corresponds to the actual failure.

In the case of Mode 5, only using the contribution plot is very difficult to identify the
abnormal variable 33. In contrast, using the contribution thresholds can quantificationally
identify the abnormal variable 33. Furthermore, we used the TSQTA method to classify the
variable trends into five states. By using the typical two-state Bayesian network, the fault
root cause is “Feed A valve rises”. This is because the flow controller will open the valve to
reach the flow setpoint when the flow is reduced or even lost. In contrast, using our FSBN
method, we can find the correct fault root cause “Feed A flow steps down”.

(2) Chlorobenzene production process

In the case of Mode 4, we can correctly identify the abnormal variables and find that
the root cause is “Chlorine feed flow of chlorinator B falls”. In the case of Mode 3, we can
correctly identify the abnormal variables and find that the root cause is “Chlorine feed flow
of chlorinator F rises”. The fault identification and diagnosis results are consistent with the
actual trends of the data.

Through the case studies of the TEP simulation and a practical chlorobenzene pro-
duction process, our proposed framework is well applied to multimodal processes and
can detect, identify, and diagnose system failure clearly. It is proven that the frame-
work has wide and effective application prospects in practical multimodal industrial
process monitoring.

Further research can be conducted from the following perspectives:

(1) The deep neural network model used in the modeling needs to be designed for each
process. To improve and obtain the optimal model, the Neural Architecture Search
(NAS) method can be utilized to automatically search and build the network.

(2) In the FSBN method, the causality network of the industrial process is established by
process knowledge. We can study how to obtain the variable causality automatically
and quickly. This will make a fully automatic and intelligent process monitoring
approach from modeling to application.

(3) In the fault inference, FSBN only considers the conditional probabilities between
process variables. Next, we can consider to add the time delay and the abnormal
amplitude information to the Bayesian network. This will find stronger correlations
between process variables and infer more accurate fault root causes.
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