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Abstract: A large eddy simulation (LES) was performed for film cooling in the gas turbine blade
involving spanwise injection angles (orientation angles). For a streamwise coolant injection angle
(inclination angle) of 35◦, the effects of the orientation angle were compared considering a simple
angle of 0◦ and 30◦. Two ratios of the coolant to main flow mass flux (blowing ratio) of 0.5 and
1.0 were considered and the experimental conditions of Jung and Lee (2000) were adopted for the
geometry and flow conditions. Moreover, a Reynolds averaged Navier–Stokes simulation (RANS)
was performed to understand the characteristics of the turbulence models compared to those in the
LES and experiments. In the RANS, three turbulence models were compared, namely, the realizable
k-ε, k-ω shear stress transport, and Reynolds stress models. The temperature field and flow fields
predicted through the RANS were similar to those obtained through the experiment and LES.
Nevertheless, at a simple angle, the point at which the counter-rotating vortex pair (CRVP) collided
on the wall and rose was different from that in the experiment and LES. Under the compound
angle, the point at which the CRVP changed to a single vortex was different from that in the LES.
The adiabatic film cooling effectiveness could not be accurately determined through the RANS but
was well reflected by the LES, even under the compound angle. The reattachment of the injectant at a
blowing ratio of 1.0 was better predicted by the RANS at the compound angle than at the simple angle.
The temperature fluctuation was predicted to decrease slightly when the injectant was supplied at a
compound angle.

Keywords: film cooling; large eddy simulation (LES); reynolds averaged navier–stokes simulation
(RANS); adiabatic film cooling effectiveness; compound angle

1. Introduction

Gas turbines, which are composed of compressors, combustors, and turbines, are mainly
used as aircraft engines and prime movers for natural gas power generation. Ensuring
cycle efficiency is critical in both these applications. Although additional devices such as
reheaters or regenerators can be installed to increase cycle efficiency, this technique cannot
be adopted in the case of aircraft engines due to the limitations of the weight and frontal
area. Therefore, in general, to increase cycle efficiency, the turbine inlet temperature is
raised above the allowable temperature limit of the materials by cooling the blade through
the air from the compressor [1].

The cooling air extracted from the compressor is supplied to the internal cooling
passage of the turbine blade to cool the blade. After cooling the inside of the blade, the air,
injected through the blade surface, flows on the surface, thereby creating an insulating film
to protect the blade from the hot combustion gases. To generate a uniform insulation film,
it is advantageous to inject the coolant through a slot. However, to ensure the mechanical
strength, cylindrical holes are usually arrayed in the spanwise direction, as shown in
Figure 1a [2].
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Figure 1. Film cooling geometry and computational domain: (a) Gas turbine blade with film cooling holes; (b) injection 
geometry of film cooling; (c) computational domain; (d) grid system; and (e) close-up of the mesh near the hole. 
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by many researchers to understand the physics of film cooling. Goldstein, Eckert, and 
Ramsey obtained the film cooling effectiveness on a flat plate with discrete cylindrical 
holes, experimentally [3]. They studied the effects of changing Reynolds number for the 
main flow and the inclination angle of the cooling holes on film cooling effectiveness and 
concluded that coolant spreading was almost the same regardless of the Reynolds num-
ber. They stated that increasing the coolant flow rate made an increase in film cooling 
effectiveness at low blowing ratios. Pedersen et al. investigated the effects of changing the 
density ratio of the coolant on film cooling effectiveness experimentally [4]. They also used 
a flat plate with cylindrical holes and stated that an increasing density ratio resulted in a 
higher film cooling effectiveness except for the narrow field near the cooling hole due to 
the coolant jet lifts off and reattachment to the test wall further downstream. Sinha et al. 
displayed the centerline and spanwise-averaged effectiveness for the various blowing ra-
tios and density ratios experimentally [5]. They showed that increasing the coolant mass 
flow rate decreased the film cooling effectiveness by the coolant jet lift off. They stated 
that if the coolant jet to the main flow momentum flux ratio was between 0.3 and 0.7, the 
coolant jet detachment would occur in the narrow field near the hole and the jets would 

Figure 1. Film cooling geometry and computational domain: (a) Gas turbine blade with film cooling holes; (b) injection
geometry of film cooling; (c) computational domain; (d) grid system; and (e) close-up of the mesh near the hole.

Over 50 years, numerous experiments and numerical studies have been conducted by
many researchers to understand the physics of film cooling. Goldstein, Eckert, and Ramsey
obtained the film cooling effectiveness on a flat plate with discrete cylindrical holes, experi-
mentally [3]. They studied the effects of changing Reynolds number for the main flow and
the inclination angle of the cooling holes on film cooling effectiveness and concluded that
coolant spreading was almost the same regardless of the Reynolds number. They stated
that increasing the coolant flow rate made an increase in film cooling effectiveness at low
blowing ratios. Pedersen et al. investigated the effects of changing the density ratio of the
coolant on film cooling effectiveness experimentally [4]. They also used a flat plate with
cylindrical holes and stated that an increasing density ratio resulted in a higher film cooling
effectiveness except for the narrow field near the cooling hole due to the coolant jet lifts off
and reattachment to the test wall further downstream. Sinha et al. displayed the centerline
and spanwise-averaged effectiveness for the various blowing ratios and density ratios
experimentally [5]. They showed that increasing the coolant mass flow rate decreased the
film cooling effectiveness by the coolant jet lift off. They stated that if the coolant jet to the
main flow momentum flux ratio was between 0.3 and 0.7, the coolant jet detachment would
occur in the narrow field near the hole and the jets would reattach downstream. If the
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momentum ratio was more than 0.7, a complete detachment of the coolant jets would be
generated. They found that the spanwise-averaged film cooling effectiveness was strongly
dependent on the spanwise spreading of the coolant jet.

Owing to structural reasons, the coolant cannot be injected parallel to the surface and
is instead injected at an angle to the main flow, with inclination angle α (see Figure 1b)
being approximately 30◦. In this case, the film cooling jet lifts from the blade surface and
interacts with the main flow to generate a counter-rotating vortex pair (CRVP). This flow
structure renders the cooling effect uneven and deteriorates the insulation effect owing to
the enhanced mixing with the main flow [6,7].

In general, film cooling jets are injected in the streamwise direction to avoid disturbing
the main flow however in certain cases, the jets may be injected at a compound angle,
with orientation angle β (see Figure 1b) to the main flow. Usually, a compound angle is
adopted at the leading edge of the blade to ensure a certain inclination on the curved
surface. Moreover, a compound angle is often adopted at the mid-chord to improve the
uniformity of the film cooling.

When implementing a compound angle, the film cooling performance changes as
the CRVP changes to a single vortex [8,9]. Lee et al. [10] measured the change in the film
cooling jet flow for an α value of 35◦, with β ranging from 15◦ to 90◦. The CRVP of the
film cooling jet exhibited strong asymmetry at an orientation angle of 15◦ and changed
to a single vortex at an orientation angle of 30◦. Jung and Lee [11] measured the change
in the film cooling effectiveness with the orientation angle. When the compound angle
was adopted, film cooling effectiveness increased from 20% to 80% depending on the
orientation angle and blowing ratio [11].

Furthermore, flow field information is required to clarify the mechanism of film
cooling performance enhancement owing to the compound angle injection or to determine
the optimum injection geometry. Lee et al. [10] evaluated the film cooling flow involving
a compound angle by using a five-hole Pitot tube however, the measurement did not
clarify the turbulent quantities or velocity near the wall. Jung and Lee [11] measured the
temperature field, which is a scalar quantity, instead of the velocity vectors. However,
the relevant information near the wall was not clarified and the temperature field represents
only indirect information regarding the flow field. Abhari et al. [12,13] used the particle
image velocimetry (PIV) technique to minimize the disturbance of the flow field pertaining
to the sensor and measure the flow field of the film cooling involving a compound angle
nevertheless, the velocity near the wall could not be clarified.

The computational fluid dynamics (CFD) technique represents a promising tool to
obtain three-dimensional flow field information, including the velocity near the wall.
Among the relevant techniques, the most economical approach is the Reynolds averaged
Navier–Stokes simulation (RANS), which can accurately reflect the basic flow structures
however, the turbulence model cannot effectively predict the mixing of the main flow and
film cooling jet, resulting in an overprediction of film cooling effectiveness [14]. The k-ε, k-ω,
and Reynolds stress models (RSM) are frequently used in the RANS analysis of film cooling
problems. Harrison and Bogard [15] applied the aforementioned three turbulence models
and compared the prediction results with the experimentally obtained results. It was noted
that the realizable k-ε can best predict the effectiveness of centerline film cooling.

In recent years, film cooling problems were attempted to be solved using the hybrid
RANS/large eddy simulation (LES) [16] or the LES [17], which exhibits a higher accuracy
but considerably larger computational cost compared to that of the RANS. In the simulation
of the film cooling through the hybrid LES or LES, the film cooling effectiveness was better
predicted than that in the RANS [16,17]. Moreover, using the instantaneous flow field
obtained by the LES, the flow structures that were not visible in the RANS could be
identified [18–20]. Nevertheless, most of the LES studies on film cooling were based on the
use of a simple angle (β = 0◦).

The LES results for film cooling involving a compound angle primarily pertained to
the case with the leading edge application [21]. Since the leading edge has different film
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cooling characteristics than those of the mid-chord due to the influence of the pressure
gradient and curvature [22,23], it is difficult to directly compare film cooling for simple
and compound angle cases by using the data at the leading edge. To clarify the effect of
the compound angle injection, the LES for compound angled film cooling applied to a flat
plate must be realized.

The LES for a flat plate subjected to a compound angled film cooling was reported [24].
The researchers simulated a two-row film cooling with opposite orientation angles [25].
Nevertheless, the film cooling characteristics with the compound angle could not be iden-
tified because the film cooling jets exhibited a unique flow structure due to the strong
interaction between the upstream and downstream jets. To determine these characteristics,
Li et al. [26] performed an LES for single row compound angle film cooling and clarified the
effect of the supply geometry and hole length to diameter ratio (L/D). McClintic et al. [27]
studied the effects of internal cross-flow on film cooling effectiveness for a row of cylindrical
holes with compound angles of 45◦ experimentally. They reported that a higher effective-
ness was obtained for the cross-flow directed counter to the spanwise direction of the hole
than for the cross-flow directed to the spanwise direction of the hole. Stratton et al. [28]
investigated the effects of the internal cross-flow on the film cooling performance for a cylin-
drical hole with a compound angle of 45◦ by using RANS models and LES. They found that
unsteady vortical structures were formed inside the hole and RANS results did not show
a good match to an experimental data while LES predicted the film cooling effectiveness
with reasonable accuracy.

Overall, although several LES results have been published for the film cooling in-
volving a compound angle on the flat plate geometry, the discussion remains insufficient.
The main point of this paper is to show LES results that have remained undiscovered in
the past. The flow, thermal fields, and spatial distribution of the film cooling effectiveness
obtained by LES and RANS were compared with experimental results. The predictive
performance of the three turbulence models for RANS compared for compound angled
film cooling, and information regarding the flow and temperature fields near the wall,
which could not be determined experimentally, was discussed based on the LES data.
In addition, by analyzing the instantaneous flow field obtained from the LES, the flow
characteristics of film cooling with a compound angle that could not be determined through
the time-averaged analyses, were clarified.

2. Numerical Methods and Validation
2.1. Computational Domain and Boundary Conditions

The computational domain and boundary conditions were set to be comparable
with those in the experiments of Jung and Lee [11]. The boundary conditions in the
computational domain are specified in Table 1. The domain involved the main flow,
test plate, film cooling hole, and plenum, are indicated by the orange box in Figure 1c.
The inclination angle of the film cooling jet was 35◦ and the L/D ratio was 4. The film
cooling holes were arranged in a row in the spanwise direction, and the pitch was three
times the diameter. The width of the computational domain was set as 3D, according to
the pitch and periodic conditions [29,30].

Table 1. Boundary conditions of the computational fluid dynamics (CFD) domain.

Surface Boundary Condition

Main inlet Velocity inlet (u = constant)
Plenum inlet Velocity inlet (u = constant)

Top Symmetry ( ∂u
∂y = 0, ∂w

∂y = 0, v = 0)
Test plate Adiabatic wall (u = v = w = 0)
Outflow Pressure outlet

Main sides Periodic (u (x, y, z, t) = u (x, y, z + P, t), ∆P = 0)
Sides of plenum Wall (u = v = w = 0)

Tube wall Wall (u = v = w = 0)
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The main flow velocity was 10 m/s and the diameter of the film cooling hole was
1.5 cm. In the experiment of Jung and Lee [11], the flow at the exit of the film cooling
hole was a turbulent boundary layer flow and the boundary layer thickness was almost
24 mm (1.6 D). In the CFD simulation, the velocity profile was set to be the same with
the experiment. The length of the inlet section was determined as 24 D to ensure that the
boundary layer, as in the experiment, was generated at the exit of the hole. To obtain a
result not influenced by the boundary conditions up to x/D = 15, which corresponded
to the film cooling effectiveness distribution in the work of Jung and Lee [11], the size
of the computational domain downstream of the hole was set as 24 D and the pressure
outlet conditions were imposed. In LES calculation, the vortex method was adopted at the
main inlet and a fluctuation was added on a mean velocity profile by a perturbation of the
vorticity field. The vortex points were convected randomly and the vortex method was
based on the Lagrangian form of the evolution equation of the vorticity and the Biot–Savart
law [31]. On the other hand, in RANS simulation, the turbulent intensity and turbulent
length scale were set as 0.2% and 0.1 × height of the inlet, respectively. The turbulent
intensity at the main inlet was set as the same in the experiment operating condition.

Simulations were performed considering two blowing ratios of 0.5 and 1.0. In the
work of Jung and Lee [11], the film cooling jet penetrated from a high blowing ratio of
1.0 to y/D = 2.0 thus, in this work, the height of the computational domain in the wall-
normal direction was determined to be 6 D. Symmetric conditions were imposed on the top
surface of the computational domain [29,30]. As shown in Figure 1c, the flow separation
occurring at the hole entrance and the interaction of the main flow and injectant at the hole
exit were reflected by including the film cooling hole and plenum in the computational
domain. The velocity boundary condition at the plenum entrance was imposed to satisfy
the blowing ratio requirements.

Jung and Lee [11] compared four orientation angles of 0◦, 30◦, 60◦, and 90◦. The ex-
perimental apparatus involved five film cooling holes in a row and side walls were present
in the test duct. Therefore, in the case of large orientation angles (i.e., 60◦ and 90◦), com-
plete periodicity did not appear in the spanwise direction. Correspondingly, in this study,
the simulation cases were considered as those pertaining to 0◦ (simple angle) and 30◦,
in which the periodic distribution in the spanwise direction was well reflected in the
experimental data.

In terms of the temperature boundary conditions, as in the experiment, the tempera-
ture of the main flow and film cooling jet was set as 293 K and 313 K, respectively. A no-slip
condition was imposed as the velocity boundary condition on all the walls. Moreover,
adiabatic conditions were considered, as in the experiment, to ensure that the adiabatic
film cooling effectiveness could be obtained from the surface temperature of the test plate.

The grid system was composed of 2.56 million hexahedrons, based on the results of a
sensitivity test. In the streamwise direction, the mesh spacing values range from 6 near
the cooling hole to 35 near the end of the domain in x+ units. In the spanwise direction,
the mesh spacing values are about 20 throughout the domain in z+ units. As shown in
Figure 1d, a non-uniform grid, in which the grid was concentrated near the wall, was used,
and 25 grids were stacked within y+ = 30 on the wall and the value of y+ of the first cell
above the wall was set as about 1. Figure 1e illustrates the close-up of the mesh near the
injection region of the hole.

2.2. Governing Equations and Turbulence Models

The CFD calculations were performed in ANSYS Fluent v. 19, and the meshes were
generated in Pointwise v. 18, as shown in Figure 1d [29,30]. Fluent was based on cell-
centered finite volume method and the whole computational domain was discretized into
a finite number of control volumes. Pointwise was a commercial mesh generation software
and structured, unstructured, and hybrid meshes were generated with precise control over
points placement. The governing equations included the incompressible Navier–Stokes
equation and energy equation. The numerical method used for the cases are a simple
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scheme. The convection term is solved via second order upwind while the diffusion term
is solved by central differencing. In the LES, the governing equation was transformed to a
grid filtered equation, as follows [31].

Conservation of Mass (Continuity equation):

∂ρ

∂t
+

∂

∂xi
(ρui) = 0. (1)

Conservation of Momentum:

∂(ρui)

∂t
+

∂

∂xj

(
ρuiuj

)
=

∂

∂xj

[
µ

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
µ

∂ul
∂xl

δij

]
− dp

dxi
+

∂τij

∂xj
. (2)

Conservation of Energy:

ρCp
∂T
∂t

+ ρCp
∂

∂xj

(
ujT
)
=

∂

∂xj

(
κ

∂T
∂xj

)
+

∂qj

∂xj
. (3)

In the equations, the overbar represents the grid filtered values. In Equation (2), τij,
the subgrid-scale stress was modeled using the Boussinesq hypothesis:

τij −
1
3

τkkδij = −µt

(
∂ui
∂xj

+
∂uj

∂xi

)
(4)

where µt is the subgrid-scale viscosity. The Smagorinsky–Lilly model was adopted based
on a validation test [29,30]:

Subgrid-scale viscosity in the Smagorinsky-Lilly model:

µt = ρLs
2

√√√√1
2

(
∂ui
∂xj

+
∂uj

∂xi

)(
∂ui
∂xj

+
∂uj

∂xi

)
. (5)

In 1877, Boussinesq stated that the momentum transfer generated by turbulent eddies
could be modeled with the eddy viscosity. In Equation (3), qj refers to the subgrid-scale
heat flux and can be expressed as follows by introducing the subgrid-scale diffusivity αt.

Subgrid-scale heat flux:

qj = −ρCpαt
∂T
∂xj

(6)

µt was considered as αt, assuming that the subgrid-scale turbulent Prandtl number is unity [31].
In the LES, the time step was fixed as 6.25 × 10−6 s, and the number of steps was

400 considering that the mainstream flowed as much as the hole diameter in this time
interval. The film cooling flow is inherently unsteady and the current study performed
the statistically steady state analysis by post-processing. A total of 20,000 time steps were
required from the initial condition to reach steady state and 30,000 integrated time steps
were considered to obtain the average flow field and statistics. The complete process
required approximately one month of computation time on a 20-core-cluster computer.
The RANS analyzed the time-averaged continuity, Navier–Stokes, and energy equations,
as shown in Equations (7)–(9), respectively.

Conservation of Mass (Continuity equation):

∂

∂xj

(
ρUj

)
= 0. (7)
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Conservation of Momentum:

ρUj
∂Ui
∂xj

= − dP
dxi

+ ρgδi3 +
∂

∂xj

(
µ

∂Ui
∂xj
− ρuiuj

)
(8)

Conservation of Energy:

ρcpUj
∂T
∂xj

= − ∂

∂xj

(
−κ

∂T
∂xj

+ ρcpujT′
)

. (9)

Six turbulent stress components, −ρuu, −ρuv, −ρuw, −ρvv, −ρvw, and −ρww from
Equation (8) and three turbulent heat flux components T′u, T′v, and T′w from Equation (9)
were required to be modeled. The RSM, realizable k-ε model, and k-ω shear stress transport
(SST) model were compared. Detailed equations for each of these models can be found
elsewhere, such as the work of Tannehill et al. [32]. The RANS computations converged to
the 10−6 level for all the equations in approximately 10 h on a 20-core-cluster computer.

2.3. Code Validation

Harrison and Bogard [15] performed a RANS by using three models and as shown in
Figure 2a, the centerline film cooling effectiveness prediction of the realizable k-ε and RSM
models was more accurate than that of the k-ω. Considering the experimental conditions
adopted by Sinha et al. [5], the LES was performed on four subgrid-scale models, as shown
in Figure 2b and the findings were compared with two sets of LES data in the open
literature [17,33]. The LES results for the effectiveness corresponded to a higher correlation
with the experimental data than the RANS data, as shown in Figure 2a.

Among the subgrid-scale models, the predictions of the wall adapting local eddy-
viscosity model, Smagorinsky–Lilly model, and kinetic energy transport model (excluding
those of the wall modeled LES) were equivalently correlated with the experimental values.
WMLES (Wall-Modeled Large Eddy Simulation) and WALE (Wall-Adapting Local Eddy-
Viscosity) models did not show a good match with the experimental data in the near-hole
region and in the far field region, respectively. Considering these findings, the Smagorinsky–
Lilly model was adopted in the present study.

Subsequently, a grid sensitivity test was conducted through the LES under the ge-
ometry and flow conditions considered by Jung and Lee [11] to compare the data in this
study (see Figure 2c). The comparison for the centerline effectiveness at a blowing ratio of
0.5 indicated that similar results were obtained after 2 million grids. The results obtained
using 2.56 million and 3.4 million grid points were completely collapsed and the series
of simulations in the present study was thus performed using 2.56 million cells. A se-
ries of RANS for film cooling was performed using the three turbulence models in the
grid system that passed the grid sensitivity test. As shown in Figure 2d, the RANS data
overpredicted the overall film cooling effectiveness compared to those of the LES. For the
downstream region after x/D = 7, similar characteristics to those reported by Harrison
and Bogard [15] were obtained, as shown in Figure 2a. In other words, the film cooling
effectiveness predictions of the realizable k-ε and RSM were equivalent and satisfactory,
whereas the k-ω SST overpredicts the effectiveness. For the upstream region with x/D less
than 5, the predictions of the RSM and k-ω SST were similar, whereas the realizable k-ε
considerably overpredicted film cooling effectiveness.



Processes 2021, 9, 198 8 of 20

Processes 2021, 8, x FOR PEER REVIEW 8 of 20 

 

 
Figure 2. Code validation based on the centerline adiabatic film cooling effectiveness: (a) Turbulence model validation by 
Harrison and Bogard [15]; (b) subgrid scale model validation for the large eddy simulation (LES); (c) grid sensitivity test; 
and (d) code validation test compared to the data by Jung and Lee [11]. 

Among the subgrid-scale models, the predictions of the wall adapting local eddy-
viscosity model, Smagorinsky–Lilly model, and kinetic energy transport model (exclud-
ing those of the wall modeled LES) were equivalently correlated with the experimental 
values. WMLES (Wall-Modeled Large Eddy Simulation) and WALE (Wall-Adapting Lo-
cal Eddy-Viscosity) models did not show a good match with the experimental data in the 
near-hole region and in the far field region, respectively. Considering these findings, the 
Smagorinsky–Lilly model was adopted in the present study. 

Subsequently, a grid sensitivity test was conducted through the LES under the ge-
ometry and flow conditions considered by Jung and Lee [11] to compare the data in this 
study (see Figure 2c). The comparison for the centerline effectiveness at a blowing ratio of 
0.5 indicated that similar results were obtained after 2 million grids. The results obtained 
using 2.56 million and 3.4 million grid points were completely collapsed and the series of 
simulations in the present study was thus performed using 2.56 million cells. A series of 
RANS for film cooling was performed using the three turbulence models in the grid sys-
tem that passed the grid sensitivity test. As shown in Figure 2d, the RANS data overpre-
dicted the overall film cooling effectiveness compared to those of the LES. For the down-
stream region after x/D = 7, similar characteristics to those reported by Harrison and Bo-
gard [15] were obtained, as shown in Figure 2a. In other words, the film cooling effective-
ness predictions of the realizable k-ε and RSM were equivalent and satisfactory, whereas 
the k-ω SST overpredicts the effectiveness. For the upstream region with x/D less than 5, 
the predictions of the RSM and k-ω SST were similar, whereas the realizable k-ε consider-
ably overpredicted film cooling effectiveness. 

3. Results and Discussion 

Figure 2. Code validation based on the centerline adiabatic film cooling effectiveness: (a) Turbulence model validation by
Harrison and Bogard [15]; (b) subgrid scale model validation for the large eddy simulation (LES); (c) grid sensitivity test;
and (d) code validation test compared to the data by Jung and Lee [11].

3. Results and Discussion
3.1. Time-Averaged Flow and Thermal Fields

The time-averaged flow and thermal fields obtained by the LES and RANS in a
streamwise normal plane were compared with the experimental data of Burd et al. [34]
and Jung and Lee [11]. As shown in Figure 2, the film cooling effectiveness differed
considerably with the turbulence model however, no significant difference was observed
between the time-averaged flow and thermal fields. Therefore, the results of the RANS
with the realizable k-ε model were compared with those of the experiments and LES
as a representative case. When the orientation angle was 0◦, a kidney vortex occurred
symmetrically in the film cooling jet and both the LES and RANS predict this phenomenon
well, as shown in Figure 3a.

The flow near the wall, which affected the heat transfer characteristics, indicated that
the flow of the CRVP created a parallel flow moving along the wall. The two parallel
flows collided at the symmetric plane z/D = 0, and rose above the wall. In the experiment,
the upward motion started to occur at approximately z/D = 0.5, and the LES predicted
this phenomenon well. In the RANS, the v component was observed from approximately
z/D = 0.2, closer to the plane of symmetry than in the experimental data. In terms of
the streamwise velocity distributions, as shown in Figure 3b, both the LES and RANS
exhibited distributions that were similar to the experimental data. Considering the central
part of the film cooling jet (z/D = 0, y/D = 0.4) with a dimensionless velocity of 0.7 or less,
indicated in blue, it can be noted that the area for the LES data is similar to that of the
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experiment however, the corresponding area for the RANS data is slightly larger, likely
because the RANS predicts that the film cooling jet blocks the main flow more strongly
than it actually does. According to the high-speed region marked in red, the LES prediction
of the characteristics of the high velocity in the streamwise direction from the kidney vortex
position is more similar to the experiment values than those obtained using the RANS.
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The CFD data provided the velocity information below y/D = 0.2, which could not
be measured experimentally. Both the LES and RANS results indicated that the largest
and smallest boundary layer thickness occurred at z/D = 0, the plane of symmetry, and at
approximately z/D = 0.5, respectively. Therefore, the maximum heat transfer coefficient
was expected to occur at approximately z/D = 0.5. The maximum film cooling effectiveness
was expected to occur on the plane of symmetry without a strong jet lift-off and this aspect
could be confirmed considering the data presented in the next section. Figure 4 shows
the structure of the vortex generated in the injectant in a streamwise normal plane in
comparison with the experimental data. Since the orientation angle considered in the
results shown in Figure 3 was 0◦, a left and symmetrical vortex pair appeared. In contrast,
when the compound angle was adopted, an asymmetric or single vortex flow occurred.
The results obtained using a five-hole Pitot tube [10] (Figure 4a) or PIV [12,13] (Figure 4b)
indicated that when the orientation angle was 15◦, the counter-rotating vortex remained
weak. For the orientation angle of 30◦ or 45◦, the vortex became a single vortex. The particle
image velocimetry (PIV) technique minimized the disturbance of the flow field pertaining
to the sensor, however, the velocity near the wall could not be clarified because of the
measurement method and its limitations.

For the simple angle at a blowing ratio of 0.5 (Figure 4c), the CRVP was observed
in both LES and RANS data, and the lift-off of the jet was predicted to a similar degree.
Compared to the LES data, the upward flow predicted using the RANS was closer to
the symmetry plane, the central temperature was higher, and the hot area marked in
red was narrower. When the injection ratio reached 1.0 (Figure 4d), the prediction of the
lift-off of the jet of the LES was larger than that of the RANS. In addition, the LES results
clearly indicate that the high-temperature region becomes mushroom-shaped owing to the
influence of the CRVP.
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When the compound angle was adopted, the flow patterns predicted through the
LES and RANS at the blowing ratio of 0.5 (Figure 4e) were different. In the LES result,
the counter-rotating vortex remained weak however, in the RANS, the vortex changed
to a single vortex. The point at which the upward flow started was predicted to be near
z/D = 0 and z/D = 0.4 by the LES and RANS, respectively. Lee et al. [10] reported that the
CRVP changed to a single vortex at the orientation angle of 30◦ or more for a single jet.
However, for the considered array jet, the transition to a single vortex was delayed at a low
blowing ratio.

At a blowing ratio of 1.0 with the compound angle (Figure 4f), the CRVP transformed
to a single vortex. The main flow was entrained along the upward flow of the vortex and
the hot region was crescent-like. This aspect was common between the LES and RANS
however, the LES predicted a higher lift-off than that pertaining to the RANS and the
starting point of the upward flow was predicted to be closer to the plane of symmetry.

Figure 5 shows a comparison of the boundary layer temperature obtained through
the CFD techniques at a blowing ratio of 0.5 with the experimental data presented by Jung
and Lee [11] at three streamwise positions. At x/D = 2.5 with a simple angle (Figure 5a),
the area of the high-temperature region (displayed in red) predicted by the LES was more
similar to the experiment value. The RANS-predicted high-temperature region with a
dimensionless temperature θ of 0.5 or higher was smaller than that in the experiment.
Even at the downstream position, x/D = 5.0 (Figure 5b), the RANS underpredicted the
intensity of mixing with the main flow compared to that obtained in the LES.

In the experimental data, the lift-off was unclear at the upstream locations (Figure 5a,b)
because no data near the wall could be obtained through the cold wire measurement.
At x/D = 10, as shown in Figure 5c, the center of the injectant appeared near y/D = 0.5 and
lift-off could be observed in this part. The LES predicted that the lift-off occurred more
intensely than that in the experiment, whereas the RANS did not predict any lift-off.

When the compound angle was adopted, the thermal field became asymmetric.
This change in the temperature distribution was well predicted by both the LES and
RANS (Figure 5d,f). However, in the case of the compound angle, the mixing characteris-
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tics could not be determined simply by considering the area of the hot part, as in the case
of the simple angle. Nevertheless, the characteristics could be clarified considering the
spacing of the isotherms. In particular, the isotherm spacing in the RANS was wider than
that in the experiment.
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At a blowing ratio of 0.5, the LES predicted a lift-off and the RANS did not. At x/D = 5.0
(Figure 5b), the point at which the highest temperature occurred was measured to be
y/D = 0.3, and the LES predicted the point as y/D = 0.5. The RANS predicted that the
highest temperature would occur near the wall even in the downstream location, x/D = 10.

When the blowing ratio reached 1.0, lift-off of the injectant occurred in the case of
both the simple and compound angle injection (Figure 6). In Figure 6a, which shows
the temperature distribution at x/D = 2.5 for the simple angle, the area marked in red,
pertaining to the CRVP, appeared to have an inverted heart shape. As shown in Figure 3,
the LES predicted the location of the upward flow near the wall, closer to that in the
experiment, and the shape of the high-temperature region obtained using the LES was
similar to that in the experiment as well.

As the film cooling jet flowed downstream, it mixed with the main flow, thereby
reducing the dimensionless temperature and changing the shape of the temperature dis-
tribution. In the case of a simple angle injection, the isotherm shape became similar to a
concentric circle as the jet flowed downstream and both the LES and RANS predicted this
phenomenon (Figure 6b,c). At x/D = 10 (Figure 6c), the maximum dimensionless tempera-
ture was approximately 0.4, observed at a height of approximately y/D = 1, and both the
LES and RANS predicted this phenomenon to a similar extent.

In the case of the compound angle, at a blowing ratio of 1.0, the CRVP changed to
a single vortex, and the high-temperature region exhibited a crescent shape at x/D = 2.5
(Figure 6d). In the case of the compound angle injection, the LES predicted the lift-off of the
injectant to be 10% higher than that in the experimental data, whereas the RANS prediction
was similar to the experiment value. The temperature distributions at the downstream
locations for the RANS data were more similar to the experiment than those in the LES
(Figure 6e,f).
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3.2. Adiabatic Film Cooling Effectiveness

For the local distributions of the adiabatic cooling effectiveness, the LES data and
RANS results obtained using three turbulence models were compared with the experimen-
tal data presented by Jung and Lee [11]. Figure 7 shows comparisons of the distributions at a
blowing ratio of 0.5. In the case of both the simple and compound angles, the LES-obtained
distribution was closer to that obtained experimentally than that of the RANS. In the
upstream region within x/D = 2, the realizable k-ε and RSM overpredicted the film cooling
performance and thus a region with high effectiveness (red contour) appeared, which did
not appear in the experimental data. The k-ω SST did not severely overpredict the film
cooling effectiveness in the upstream region however, the diffusion in the downstream,
compared with the other models, was predicted to be smaller than the experiment value.Processes 2021, 8, x FOR PEER REVIEW 13 of 20 
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In the simple angle case (Figure 7a), the CFD techniques predicted that the film
cooling lasted longer than that in the experiment in the downstream region after x/D = 10.
Moreover, the CFD results indicated that the spread of the film cooling effect between the
holes was delayed downstream compared to that in the experiment. This phenomenon
likely occurred because of the influence of the smaller prediction of the CFD for the mixing
of the main flow and injectant and the inability to impose artificial perfect insulation similar
to that in the CFD in the experiments. By observing the film cooling effectiveness around
the hole, which could not be obtained experimentally, the effectiveness around the rim
could be attributed to the presence of the horseshoe vortex clearly highlighted in the LES.

In the case of the compound angle (Figure 7b), the region with a high film cooling
effectiveness spread widely and alleviated the degradation in the film cooling performance
during the downstream flow. These characteristics were better predicted by the LES than by
the RANS. The k-ω SST and RSM predicted that a region with low film cooling effectiveness
would occur as the main flow was introduced to the surface with the downward flow of
the main vortex generated in the film cooling jet in the downstream near the hole. This phe-
nomenon was only slightly reflected in the LES and experiment. Khojasteh et al. [35]
reported that the reattachment of the cooling jet occurred at approximately x/D = 1.5 in the
simple angle case. Although this phenomenon was not clearly visible at M = 0.5, it could
be noted in the experimental results for M = 1.0, as shown in Figure 8.Processes 2021, 8, x FOR PEER REVIEW 14 of 20 
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Reattachment occurred in both the simple and compound angle cases and was more
evident in the simple angle case. In the case of the simple angle, the area with high film
cooling effectiveness due to the reattachment of the injectant could be observed only in the
LES among the CFD results (Figure 8a). The RANS results indicated that the film cooling
effectiveness increased after x/D = 5 however, this phenomenon was likely the effect of
diffusion by mixing with the main flow rather than the reattachment. As shown in Figure 6,
after x/D = 2.5, the height of the center of the injectant did not decrease even when the
injectant moved downstream. In the case of the composite angle, both the LES and RANS
predicted the occurrence of reattachment. Among the turbulence models, the realizable
k-ε model obtained the distribution most similar to that in the experiment. At the blowing



Processes 2021, 9, 198 14 of 20

ratio of 1.0, the CFD techniques predicted film cooling effectiveness to be lower than that
in the experiment and consequently, the distribution shown in Figure 8 involves more blue
regions. Overall, the difference in the experimental data and simulation results was greater
for the compound angle than for the simple angle.

To examine the film cooling performance between the holes and film cooling charac-
teristics in the spanwise direction in the composite angle case, Figure 9 shows the spanwise
variation of the film cooling effectiveness at x/D = 2.5. The LES predicted the spanwise
diffusion of the film cooling effectiveness better than the RANS. When the blowing ratio in-
creased (Figure 9c,d), the CFD techniques could not predict the spanwise spread accurately.
Among the turbulence models, the k-ω SST and RSM obtained the best predictions for the
film cooling performance at the blowing ratio of 0.5 and 1.0, respectively. In the case of
the simple angle, the realizable k-ε and RSM could not predict the lift-off, and therefore,
the centerline film cooling effectiveness was severely overestimated immediately down-
stream of the hole. The k-ω SST predicted the lift-off well at M = 0.5, albeit incorrectly
at M = 1.0, corresponding to the largest difference from the experimental values. All the
turbulence models predicted the lift-off more effectively in the case of the composite angle
injection than the simple angle injection cases.Processes 2021, 8, x FOR PEER REVIEW 15 of 20 
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3.3. Turbulence Statistics and Instantaneous Flow Fields

Figure 10 shows the turbulence intensity for each component obtained by the LES,
in comparison with the experiment of Burd et al. [34]. As the RANS severely underpredicted
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the turbulence intensity, the maximum values of all the components for the three models
did not exceed 10% and thus did not appear within the contour range in Figure 10. In the
simple injection angle (β = 0◦) case, at M = 1.0, the LES-obtained distribution was similar
to that in the experiment under the same geometry and blowing ratio. Compared with that
in Figure 3, the turbulence intensity of all the components was high in the part in which
upward flow occurred in the CRVP.
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The three components exhibit a difference in the turbulence intensity below y/D = 0.2,
which could not be measured experimentally. The urms and wrms components not blocked
by the wall appeared high along the wall, whereas the vrms component converged to zero
at the wall. In the case of the compound angle (β = 30◦), the overall trend was similar to
that of the simple angle. However, the CRVP changed to a single vortex and consequently,
the contours became asymmetric, and the distribution moved in the +z direction.

At the blowing ratio of 0.5, the overall distributions appeared to be smaller than
those at M = 1.0 (Figure 10d,f). Under the orientation angle of 30◦, the movement in the z
direction was smaller than that at the blowing ratio of 1.0. The urms component was larger
than that when the blowing ratio was 1.0 near the wall.

Figure 11 shows the temperature fluctuations. The RANS predicted extremely small
temperature fluctuations to be fitted within the contour range, and thus, only the LES
results are shown in the figure. θrms was large in the region surrounding the area with
large velocity fluctuation, as shown in Figure 10. In the same range of the contours, when
β = 0◦, the value was slightly higher than that when β = 30◦. This finding supports the
result of the high film cooling effectiveness under a compound angle as the injectant
flowed downstream.

Figure 12 shows the isosurface of the second invariant of the velocity gradient tensor,
which is known to reflect the vortex [36]. A horseshoe vortex, Kelvin–Helmholtz vortex,
hanging vortex, rear vortex, and hairpin vortex could be observed in all the cases. The CRVP
could be observed in the simple angle case, and at the blowing ratio of 1.0 (Figure 12c),
the Kelvin-Helmholtz vortex appeared to be stronger with narrow intervals than that at
the blowing ratio of 0.5 (Figure 12a).
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In the case of the compound angle (Figure 12b,d), the horseshoe vortex became
asymmetric and the intensity of the Kelvin–Helmholtz vortex weakened. A single vortex
was observed, with more complex vortices generated on the windward side. The vortical
structures between the blowing ratios of 0.5 and 1.0 did not exhibit a distinct difference,
and at the blowing ratio of 1.0, the injectant moved further in the spanwise direction.

Figure 13 shows the instantaneous temperature field at the wall obtained through
the LES. t* is the dimensionless time defined by the main flow velocity and diameter of
the hole, such that t* = 1 is the time that the main flow covers a distance equivalent to the
hole diameter.

As the adiabatic condition was imposed on the wall, the instantaneous temperature
field exhibited the instantaneous adiabatic film cooling effectiveness. When the blowing
ratio was 0.5, the injectant flowed along the wall and traces of the injectant, indicated in
light green on the contour, extended from the hole to the downstream region (Figure 13a,b).
When the blowing ratio reached 1.0, lift-off and reattachment occurred intermittently.
As shown in Figure 13c, when t* = 2, traces of the injectant appeared from the hole however,
when t* = 4, the traces were eliminated owing to the influence of the near wall vortices,
such as the rear vortex shown in Figure 12.

In the case of the simple angle (Figure 13a,c), the film cooling appeared around the
rim of the hole due to the influence of the horseshoe vortex and hanging vortex. Under a
compound angle, the film cooling effectiveness was reduced around the leeward side of the
rim (Figure 13b) or eliminated (Figure 13d). This phenomenon was attributed to the main
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flow being entrained in the shear layer sweeps while the CRVP changed to a single vortex.
In the case of the simple angle injection at the blowing ratio of 1.0, most of the insulating
film was eliminated after x/D = 10 (Figure 13c) however, in the case of the compound
injection angle, the injectant flowed along the wall and maintained the insulating film
(Figure 13d).
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4. Conclusions

LES was performed for film cooling with simple and complex angles. Moreover RANS,
with three turbulence models, namely, the realizable k-ε, k-ω SST, and RSM, was performed
and the spatial distributions of the flow and temperature fields were compared with the
experimental data presented at a high resolution. Certain information that was not well
predicted with the RANS was clarified and the information that could not be measured
experimentally was observed in the LES results. The following conclusions were derived:

1. In the time-averaged flow field, the RANS data exhibited a difference from the
experiment and LES in terms of the rising point of the CRVP as the vortices collided
with each other on the wall. When the injection ratio was 0.5 and the orientation
angle is 30◦, the LES predicted that the counter-rotating vortex remained weak and
the RANS predicted that the vortex completely changed to a single vortex;

2. The RANS did not accurately predict the lift-off of the injectant or mixing with the
main flow, and thus, it could not accurately predict the film cooling performance.
The corresponding predictions obtained using the LES were better. The reattachment
of the injectant at the blowing ratio of 1.0 was better predicted by the RANS in the
compound angle case than that in the case of the simple angle;

3. The turbulence intensity was large in the region in which the upward flow of the
vortex in the injectant was generated and the temperature fluctuation was large at
the boundary of the turbulent intensity peak. The temperature fluctuation slightly
decreased when the injectant was supplied at a compound angle;

4. In the compound angle case, the insulation film was eliminated near the leeward
rim of the film cooling hole due to the influence of the single vortex however, at the
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injection ratio of 1.0, the injectant flowed along the wall more smoothly than that in the
simple injection angle, thereby enhancing the downstream film cooling performance.
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Nomenclature

Cs Smagorinsky constant
Cp Specific heat [J/(kgK)]
D diameter of a single hole [mm]
d wall distance [mm]
L delivery tube length [mm]
Ls mixing length of subgrid scales = min(κd, Cs∆)
M blowing ratio = (ρCUC)/(ρGUG)
P pitch of the holes [mm]
qj heat flux [W/mm2]
T emperature [K]
t time [s]
t* non-dimensional time = U∞ t/D
U time-averaged flow velocity [m/s]
U∞ freestream velocity [m/s]
u streamwise velocity [m/s]
v wall-normal velocity [m/s]
w panwise velocity [m/s]
x streamwise coordinate
y wall-normal coordinate
z spanwise coordinate

Greek symbols

α thermal diffusivity [m2/s]
η adiabatic film cooling effectiveness = (TG−Taw)

TG−TC

ηC centerline film cooling effectiveness
κ thermal conductivity [W/(mK)]
ρ density [kg/m3]
τij subgrid-scale turbulent stress = ρuiuj − ρuiuj
µt subgrid-scale turbulent viscosity [kg/(m·s)]
∆ local grid scale
θ dimensionless temperature = (TG−T)

TG−TC

Subscripts

aw adiabatic wall
c centerline
C coolant
G mainstream gas
rms root mean square value
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