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Abstract: Accurately predicting wind power plays a vital part in site selection, large-scale grid
connection, and the safe and efficient operation of wind power generation equipment. In the stage of
data pre-processing, density-based spatial clustering of applications with noise (DBSCAN) algorithm
is used to identify the outliers in the wind power data and the collected wind speed data of a wind
power plant in Shandong Province, and the linear regression method is used to correct the outliers
to improve the prediction accuracy. Considering the important impact of wind speed on power,
the average value, the maximum difference and the average change rate of daily wind speed of each
historical day are used as the selection criteria to select similar days by using DBSCAN algorithm
and Euclidean distance. The short-term wind power prediction is carried out by using the similar
day data pre-processed and unprocessed, respectively, as the input of back propagation neural
network optimized by genetic algorithm (GA-BP neural network). Analysis of the results proves the
practicability and efficiency of the prediction model and the important role of outlier identification
and correction in improving the accuracy of wind power prediction.

Keywords: short-term wind power prediction; outlier identification; DBSCAN algorithm; linear
regression method; GA-BP neural network

1. Introduction

Wind is pollution-free, abundant, and widely distributed—which is one of the most important
energy sources for generating electricity. However, the wind is intermittent and uncontrollable; the
large-scale grid connection of wind power will bring great risks to the power system. Accurate
prediction of wind power can not only provide support for making generation plan, but also effectively
make the utilization rate of wind energy higher.

With the widespread use of wind energy, wind power prediction has become a hot topic [1].
Combining time autocorrelation with a neural network, a wind speed prediction model is established,
which is a period ahead of time [2]. In Reference [3], a prediction model using reverse back
propagation-artificial neural network (BP-ANN) is established, which is 10 min and 1 h ahead of time,
and an improved model is established by system error revision and wake coefficient improvement.
In Reference [4], a prediction model using back propagation (BP) neural network, which is combined
with wavelet, is established based on weather forecast data. In Reference [5], based on the measured
data from numerical weather report and supervisory control and data acquisition (SCADA) system,
considering the spatial correlation, static and dynamic neural networks are used to establish the
prediction model. In Reference [6], a combination model of long-term and short-term memory (LSTM)
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networks, wavelet decomposition (WT), and principal component analysis (PCA) to predict the ultra
short-term probability of wind power is proposed.

At present, research on wind power prediction mainly focuses on algorithms, and there is less
research on the identification and correction of outliers. For most wind power prediction, only simple
pre-processing is adopted for the outliers in power data, such as using deviation rate or pauta criterion
to identify the outliers, and using mean value, mode or hotdecking method to correct the outliers.
Using these methods will cause the temporality of wind speed and power being ignored, which will
lose the characteristic of the data and decrease the accuracy of the prediction model. In Reference [7],
the output power curve is fitted by adjusting the parameters, and the upper and lower thresholds
are set by moving the output power curve. If the value of historical data is between the upper and
lower thresholds, the historical data is normal data, otherwise, it is an outlier. This method needs
more artificial experience, which may misjudge the normal data under some extreme conditions as
an outlier, or ignore some outliers included in the upper and lower thresholds. In Reference [8],
the neural network is trained by using the known normal data and outliers, respectively, so that
the neural network can get the characteristic difference between normal data and outliers before
identifying the outliers. Because a large number of historical data which have been classified correctly
are usually difficult to get, and too much data will prolong the training time of the neural network,
so this method also has great defects. In Reference [9], a combined screening model of outlier based on
the quartile method and cluster analysis is proposed. Firstly, quartiles method is used twice to remove
the conventional scattered outliers, then cluster method is used to remove the stacked outliers, and the
method of secondary clustering is used to solve the problem of k-means clustering. The drawback
of this method is that the k-means clustering algorithm can only recognize spherical data clustering,
which is not suitable for irregular and multi-density data sets.

To get rid of the limitations of the above methods, DBSCAN algorithm is used to identify the
outliers, and linear regression method is used to correct the outliers in the wind speed and wind power
data. The average value, the maximum difference and the average change rate of daily wind speed
of each historical day are calculated by using the pre-processed wind speed. These three standards
and Euclidean distance are used to select similar days. Finally, GA-BP neural network is used to
make the short-term prediction. The error analysis proves the feasibility and effectiveness of the
prediction model.

2. Outliers Identification and Correction

2.1. Outliers Identification Based on DBSCAN Algorithm

Outliers will reduce the potential value of data and the accuracy of the prediction model. It is
necessary to identify it [10]. The distribution density of outliers is usually very low, and DBSCAN,
as the most common density clustering algorithm, can divide the data with high distribution density
into different clusters, and effectively filter out the data with low distribution density [11].

2.1.1. Concept of DBSCAN

DBSCAN algorithm includes two main parameters: eps and Minpts. eps is the radius parameter,
which is the radius of the neighborhood of a point. Minpts is the neighborhood density threshold,
which indicates the number of sample points within the neighborhood with a radius of eps. These two
parameters will directly affect the accuracy of clustering. The main concepts of DBSCAN are:

1. Neighborhood eps: If there is a region with radius eps and p is the center of this region, this region
is called the neighborhood eps of p;

2. Core object: assuming that a p contains at least Minpts sample points in its neighborhood eps, p is
a core object;
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3. Direct density reachable: assuming that p is a core object and there is a q in the neighborhood eps
of p, which means the distance from q to p is not greater than eps, q is direct density reachable to
p, which is shown in Figure 1a;

4. Density reachable: assuming that there is a series of points p1, p2, . . . , pn, if pi+1 is direct density
reachable to pi(i = 1, 2, . . . , n− 1), pn is density reachable to p1, which is shown in Figure 1b;

5. Density connected: assuming that o is a core object, both p to q are density reachable to o, p to q
are density connected, which is shown in Figure 1c;

6. Border point: If a point is not a core object, but is located in the neighborhood eps of a core object,
this point is a border point.

7. Cluster: assuming that U is a data set. For known eps and Minpts, a cluster C is a subset of U. C
meets the following conditions:

(1) ∀p, q : if p ∈ C, and p is density connected to q, then q ∈ C.
(2) ∀p, q ∈ C : p is density connected to q.

8. Outlier: assuming that U is a data set. For known eps and Minpts, there are C1, C2, . . . , Ck, a total
of k clusters. Outliers are the data that does not belong to any cluster but belongs to U.
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Figure 1. (a) description of direct density reachable; (b) description of density reachable; (c) description
of density connected.

The flow of the DBSCAN algorithm is shown as follows:
Step 1: casually choose an unprocessed data p and determine whether it is a core object;
Step 2: find all the density reachable points in the data set and form a new cluster;
Step 3: get the final cluster result according to density connection;
Step 4: repeat step 2 and step 3 until all points in the data set are processed, and finally, clusters

and outliers can be obtained.

2.1.2. Setting the Parameters of DBSCAN Algorithm

DBSCAN algorithm is extremely sensitive to input parameters eps and Minpts. The smaller eps or
the larger Minpts is, the fewer core objects are, and some normal points will be misjudged as outliers,
and the number of clusters will increase. On the contrary, the number of core objects will increase,
some outliers will be missed, and the number of clusters will decrease [12].

The historical data used in this paper are the wind power data and wind speed data of 20 wind
turbines in a wind power plant in Shandong Province. The period is 89 days, and the data’s interval is
5 min. There are 25,632 groups of data totally. Figure 2 is a scatter diagram with wind speed as abscissa
and wind power as ordinate. In this paper, the distribution of normal points and outliers is generally
determined by observing the scatter diagram of the wind speed and power. Figure 2 shows that the
wind speed and power have an obvious linear relationship, and the density of normal points is high
and uniform, while the outliers are mainly distributed away from the clusters of normal points, with
low and uneven density.
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Figure 2. The scatter diagram describes the relationship between wind speed and wind power.

Firstly, standard deviation standardization is used to eliminate the influence of the difference in
dimension and range between different types of data. Standard deviation standardization is shown in
Equation (1):

x∗ =
x− x
σ

, (1)

where x∗ represents the standard deviation score which indicates how many standard deviations the
original data has from the mean value of all data; x is the average value of the original data; σ is the
standard deviation of the original data.

Secondly, the parameters eps and Minpts are iterated in equal steps. Since the distribution density
of normal points is relatively uniform, this paper selects parameters that can include all normal points
in the same cluster. After iterating the parameters, the partial iteration results are shown in Table 1.
The number of clusters and outliers under different parameters are described in Table 1.

Table 1. The number of clusters and outliers under different parameters.

eps Minpts Cluster Number Outliner Number

0.001 2 4120 10,183
0.051 8 17 693
0.101 3 12 55
0.101 8 2 187
0.101 9 1 203
0.151 2 7 19
0.201 9 2 40
0.851 8 1 2
0.901 5 1 1
0.951 2 1 0

2.1.3. Setting the Parameters of DBSCAN Algorithm

As shown in Table 1, when the parameters eps = 0.101 and Minpts = 9, the number of clusters is
1. The distribution and quantity of outliers are also roughly consistent with the estimation. Figure 3
shows the scatter diagram of wind speed and power after the identification under these parameters.
The blue points are normal data, and the red ‘+’ points are the outliers identified by the model. It shows
that the identification effect of outliers is comparatively ideal.
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According to Figure 3, outliers can be divided into four categories: lost data, unreasonable data,
fault data and outage data. Lost data shows that the data is empty, which may be due to the data
transmission interruption, storage system exception, etc. Unreasonable data shows that wind power is
high when the wind speed is low, which may be due to the mistakes in data collection or transmission.
Fault data shows that wind power is low when the wind speed is high, which may be caused by the
loss of connection and data transmission error of some wind turbines. Outage data shows that the
output power is 0 when the actual wind speed is greater than the starting up wind speed of the wind
turbine, which is the wind speed that can make the wind turbine start to rotate, and the reason may be
that wind power plant is abandoning the wind or overhauling [13].

2.2. Outliers Correction Based on Linear Regression Method

Discarding the outliers or using the mean value or mode instead of the outliers will reduce the
available information of the data and affect the accuracy of the data prediction model. In order to
maintain the integrity and temporality of the data, the linear regression method is used to correct
the outliers.

2.2.1. Concept of Linear Regression Method

Linear regression is a method that uses regression analysis to determine the quantitative
relationship between variables [14]. Independent variable is represented by x, and the dependent
variable is represented by y. The relationship between x and y is shown in Equation (2):

y = a + bx + φ, (2)

where φ is random error, which follows Gaussian distribution N(0, σ2). a, b and σ2 are unknown
parameters, which are not affected by the value of x. In practical problems, values of y are observed
independently according to the different n values of x. These n pairs of observation values are called
sample. If the unknown parameters a and b can be estimated by sample, the linear regression equation
of y with respect to x can be obtained from Equation (3):

ŷ = â + b̂x, (3)

where â is intercept and b̂ is regression coefficient. ŷ is the estimation of dependent variable.
The estimation of the unknown parameters of the regression model is described below. The parameters
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â and b̂ in the above samples can be estimated by the least square method, which are shown in Equations
(4) and (5):

b̂ =

n∑
i=1

(xi − x)(yi − y)

n∑
i=1

(xi − x)2
, (4)

â = y− b̂x, (5)

where x = 1
n

n∑
i=1

xi, y = 1
n

n∑
i=1

yi.

The unbiased estimation σ̂2 based on probability statistics can be obtained by Equation (6):

σ̂2 =
Qφ

N − 2
, (6)

where Qφ =
n∑

i=1
(yi − â− b̂xi)

2
, Qφ is the residual sum of squares, σ̂ is the error of regression equation.

2.2.2. Correction Effect of Outliers

By repeatedly adjusting the sample number and observing the correction effect, 6 points before
each outlier and 6 points behind each outlier are used as the samples. The correction effect is shown in
Figure 4. The red “+” points represent the outliers which have been corrected. It shows that with the
exception of a few outliers, the linear regression method can effectively correct most of the outliers.
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3. Selection of Similar Days

Using all historical data as training samples will greatly extend the training time and reduce the
accuracy of the neural network. Preserving the most effective historical data according to the similar
day principle can reduce the workload of neural network training and improve the efficiency and
accuracy of the prediction. In this paper, DBSCAN clustering and Euclidean distance are used to select
similar days.

Among all meteorological factors, wind speed has the greatest impact on wind power. Therefore,
the average value, the maximum difference and the average change rate of daily wind speed are taken
as the selection criteria of a similar day. The number of daily wind speed samples is 288, and these
three values can be calculated from the following equations:
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v =

n∑
i=1

vi

n
, (7)

vd = vmax − vmin, (8)

pc =

n∑
i=1

∣∣∣∣ vi−vi−1
vi−1

∣∣∣∣
n

, (9)

where vi is the wind speed collected at the ith sampling point of the historical day; v is the average
value of daily wind speed; n is the total number of daily sampling points; vmax is the maximum wind
speed collected on the historical day; vmin is the minimum wind speed collected on the historical day;
vd is the maximum difference of daily wind speed; pc is the average change rate of daily wind speed.

Firstly, using the wind speed data identified previously, which include wind speed data of 88
historical days and 1 forecasted day, and calculate the daily average value, the daily maximum difference
value and the average change rate value of the daily wind speed. Normalizing these three types of data
to eliminate the difference of magnitude between different types of data. The normalization method is
shown in Equation (10):

x∗i =
xi − xmin

xmax − xmin
, (10)

where x∗i is the normalized value of the ith sample data; xi is the ith sample data; xmin is the minimum
value of the data set; xmax is the maximum value of the data set. Figure 5 shows the distribution of the
historical days and the forecasted day in three dimensions.Processes 2020, 8, 157 8 of 15 
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Figure 5. The scatter diagram of the historical days and the forecasted day in three dimensions.

Secondly, the parameters eps and Minpts of DBSCAN are iterated in equal steps. In this paper,
parameters that can divide all sample points evenly into two clusters are used, and historical days in
the cluster which the forecasted day is in is selected as similar days. Figure 6 is the scatter diagram of
the historical days and the forecasted day when parameter eps = 0.147 and Minpts = 9. The blue star
point represents the forecasted day, the blue circle points represent the similar days, and the red ‘+’
points represent the unsimilar days.
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The number of the similar days obtained by DBSCAN algorithm is 53, which still needs to be
further screened to improve the efficiency and accuracy of the prediction model. The Euclidean
distances can be calculated as Equation (11) [15]:

d j =

√√ n∑
i=1

(xi − yi)
2, (11)

where d j is the Euclidean distance between the two groups of data. xi and yi are the corresponding
sample data in the two groups of data. Here, xi and yi represent the corresponding wind speed data of
a similar day and the forecasted day, respectively. As shown in Figure 7, vfi is the wind speed at the ith
sampling point of the forecasted day, and vi j is the wind speed at the ith sampling point of the jth
similar day.
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The Euclidean distances of each similar day and the forecasted day are sorted from smallest to
largest. The first 30 similar days with the smallest Euclidean distance are selected as the samples
for training.

4. Selection of Meteorological Factors Affecting Wind Power Generation

The principle of wind power is that the wind drives the blades of the wind generator to rotate,
and then the speed of the blades is increased by the speed increaser to promote the generator to generate
electricity. In essence, the kinetic energy of the air is converted into electrical energy. The output power
of the wind generator can be calculated by Equation (12).

P =
1
2
ρCPAV3, (12)

where P is the output power of the wind power equipment, ρ is the density of the air, CP is the wind
energy utilization factor of the wind generator, A is the area swept by the blades of the wind generator,
and V is the wind speed. It can be known that CP and A of the same type of wind turbines in the same
wind power plant are constant, so wind speed and air density are the main meteorological factors
affecting wind power.

Air density refers to the mass of air per unit volume at a certain temperature and pressure. When
the wind speed is constant, the greater the air density, the greater the kinetic energy of the wind,
and the greater the output power of the wind power equipment. The meteorological factors, such as
temperature, pressure and humidity of the environment where the wind power equipment is located
can affect both the air density and the operating performance of the power generation equipment, so
these meteorological factors will also have a negligible impact on the output power of the wind power
equipment. The wind direction mainly affects the output power of the wind power plant through
the angle and wake effect of the blades of the wind turbine. In summary, in addition to considering
historical power, wind speed, and wind outward, it is also necessary to use temperature, pressure,
humidity, air density and other meteorological factors as inputs to the prediction model.

5. Short-term Wind Power Prediction Based on GA-BP Neural Network

5.1. GA-BP Neural Network Algorithm

The BP neural network has a strong mapping ability to nonlinear relation, simple structure and
strong operability [16]. BP neural network consists of an input layer, hidden layer, and output layer.
The number of input layers and output layers is 1. The number of hidden layers depends on the actual
situation. Each layer contains one or more neurons. The structure of the BP neural network is shown
in Figure 8.
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In Figure 8, m represents the number of hidden layer neurons; n represents the number of input
layer neurons; l represents the number of output layer neurons; fh is the activation function of the
hidden layer and fo is the activation function of the output layer. The number of hidden layer neurons
can be calculated according to Equation (13):

m =
√

l + n + α, (13)

where α is the adjustment constant, which usually takes a range of 1− 10.
Genetic algorithm is a globally parallel random search method with good global optimization

capabilities [17]. The genetic algorithm can effectively solve the defects of the traditional BP neural
network. For example, it can speed up the convergence rate of the neural network, avoid it falling
into local minimum value, and improve the learning accuracy of the network [18]. Genetic algorithm
uses three operations, which are selection, crossover and mutation, to keep the individuals with high
fitness, so that the new group not only has the information of the previous generations, but also better
than them [19].

In this paper, using the group optimization strategy of genetic algorithm, the network’s weights
and thresholds are searched globally, so that the network’s weights and thresholds are able to converge
to the optimal global solution or infinitely be close to it [20]. The flow of the GA-BP neural network
algorithm is shown in Figure 9.
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5.2. Setting the Parameters of GA-BP Neural Network

5.2.1. Setting the Parameters of BP Neural Network

The neural network of the prediction model adopts three layers of neurons, which are an input
layer, a hidden layer and an output layer, respectively. Since there is no air density data in the data set
used in this paper, the input are the wind speed, temperature, humidity, cosine value of wind direction,
air pressure and power of the first three days of the forecasted day and the wind speed, temperature,
humidity, air pressure and wind direction of the forecasted day, the number of input layer neurons
is 3.6 + 5 = 23. The output is the wind power of the forecasted day, so the number of output layer
neurons is 1. In this paper, the number of hidden layer neurons is set to 10. The activation function of
the hidden layer is tan sig, and the activation function of output layer is purelin. The learning rate is
set to 0.06, and the training target is 0.001. tan sig is shown as Equation (14) and purelin is shown as
Equation (15):

y =
2

1 + e−2x − 1, (14)

y = x, (15)

where x and y represent the input and output of hidden layer and output layer, respectively.

5.2.2. Selecting the Parameters of Genetic Algorithm

The weights and thresholds of the genetic algorithm are set as follow [21]:

Nw = ninput.nhide + nhide.noutput, (16)

Nt = nhide + noutput, (17)

l = Nw + Nt, (18)

where Nw represents the number of weights; Nt represents the number of thresholds; l represents
the length of the individual coding of the genetic algorithm; ninput represents the number of input
layer neurons; noutput represents the number of output layer neurons; nhide represents the number of
hidden layer neurons. The number of weights used in this paper is 23.10 + 10.1 = 240; the number of
thresholds is 10 + 1 = 11; the length of the genetic algorithm is 240 + 11 = 251; the initial population
size is 50; the sampling method is roulette sampling; the probability of arithmetic crossover is 0.6; the
probability of variation is 0.1; the largest evolutionary algebra of fitness is 50 generations.

5.3. Power Prediction and Result Analysis

The training data of the neural network include the power data of 20 wind turbines in a wind
power plant and numerical weather forecast data in Shandong Province, with a period of 31 days,
including the forecasted day and the 30 similar days which are screened previously. There are 25,632
groups of data totally. The previous 7776 groups data are used to train the neural network, and the last
288 groups are used as samples to test the accuracy of the short-term wind power prediction model.

The GA-BP neural network is trained by the data that have been identified and corrected and the
unprocessed data, respectively. The data that have been identified and corrected are also called the
pre-processed data. The comparison between the predictive and the actual values in these two cases is
shown in Figure 10. The degree of fit in these two cases is shown in Figure 11. The comparison of the
error between the predictive and actual values in these two cases is shown in Figure 12. In order to
make observation more convenient, all the error values are taken as absolute values.
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Figure 10. The comparison between the predictive values and the actual values.

It can be concluded from Figure 10 that the trend of both curves of prediction is basically consistent
with the curve of the actual values, while the curve of wind power prediction with data pre-processing
is more consistent with the actual values’s curve compared with the curve of wind power prediction
without data processing, and the fluctuation amplitude is also significantly reduced. Especially
between the 25th sampling point and the 95th sampling point, the maximum error of wind power
prediction with data pre-processing is 9.97 MW, and the average error is 4.07 MW, while the maximum
error of wind power prediction without data processing is 27.83 MW, and the average error is 13.24
MW. The reason is that during this period, the number of outliers is 9, and there are six consecutive
outliers in this period, which proves the importance of identifying and correcting outliers.
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In Figure 11, each scatter corresponds to a sampling point. The abscissa is the predictive value of
the sampling point, and the ordinate is the actual value of the sampling point. The predictive values
of the points on the straight line are equal to the actual values. It can be seen that compared with
the wind power prediction without data processing, the scatters distribution of the prediction with
data pre-processing are closer to the straight line, that is to say, the predictive value is closer to the
actual value.
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Figure 12 shows that the error of the unprocessed wind power prediction is significantly larger.
Nearly half of the error values reach over 10 MW, and the maximum error value reaches 28.54 MW.
However, most of the error values of the prediction with data pre-processing are below 10 MW,
and the maximum error value is 18.64 MW, which shows that wind power predictive values with
data pre-processing are more consistent with the actual wind power values than those without data
processing, and the error is smaller.

It is necessary to analyze and evaluate the error of wind power prediction. Normalized root mean
square error (NRSME) is the evaluation of the average value of error and normalized mean absolute
error (NMAE) can measure the dispersion of error, which can evaluate the overall accuracy of the
prediction model essentially. The NRSME and the NMAE of predictions with data pre-processing and
wind power prediction without data processing are calculated, respectively. Table 2 shows the result.

Table 2. The NRSME and the NMAE of wind power prediction with data pre-processing and wind
power prediction without data processing.

NRSME NMAE

Power prediction with data pre-processing 6.46% 5.24%
Power prediction without data processing 9.78% 7.98%

At present, in the “Frequency Specifications for Wind Power Forecasting System” issued by State
Grid Corporation of China, the RSME of the short-term output power of wind turbines should be about
15%, generally not more than 20%. Table 2 shows that the predictive results obtained in both cases
meet the requirements. The error of wind power prediction with data pre-processing is significantly
smaller than that of wind power prediction without data processing, which means more accuracy.
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6. Conclusions

According to the weather forecast data and the real data of a wind power plant in Shandong
Province, DBSCAN algorithm is used to identify the outliers in wind speed and power data, and linear
regression method is utilized to correct the outliers to improve the accuracy of the prediction.
The iterative method is used to select the appropriate parameters of DBSCAN so that the outliers can
be effectively identified. According to the temporality between the data, most of the outliers can be
effectively corrected. Based on the data of similar days, which is the input of GA-BP neural network,
the wind power prediction model is established. The simulation result based on actual data shows that
the model can essentially ensure the accuracy of short-term wind power prediction.
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