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1. Introduction

In the past few decades, biology has started to integrate a comprehensive knowledge of biological systems into biochemical networks and access the benefit of using it for mathematical modeling and simulation. For example, a whole-cell mathematical model of the bacterium Mycoplasma genitalium, which contains 525 genes, was built based on an enormous amount of experimental data and enabled the researchers to discover a new enzyme and some other suggestions [1]. When we aim to construct a comprehensive network, statistical methods represent one of the first choices [2–4]. However, even if we build such a large-scale network, to translate it into equations and then analyze them is still challenging, given that many parameters need to be determined in advance. Estimation of all the parameters of a whole-cell model has not yet been appropriately resolved [5]. Moreover, analyzing its
dynamics is realistically impossible. Therefore, a large-scale network is often reduced to a feasible-size network for the analysis of its dynamics [6–8].

In this study, we developed a new method that consists of comprehensive modeling and the reduction of a comprehensive network to analyze the dynamics of regulatory mechanisms of target phenomena. First, we constructed a comprehensive network from databases and literature information. Second, to reduce the network size, we contracted a cascade structure, consisting of a sequence of unidirectional edges and nodes, and preserved the loop structures which affect the essential behavior of the network [9,10]. This method makes it possible to obtain a small network that can reproduce the dynamic behavior of a large network.

We modeled the differentiation of neural stem cells (NSCs) and analyzed the characteristic changes of dynamics during differentiation. NSCs replicate and differentiate into neurons, astrocytes, or oligodendrocytes [11]. Some models simulate early differentiation or functional neurons [12,13], but no model enables us to simulate and analyze the dynamics of the large-scale regulatory network of neuronal differentiation. The basic helix-loop-helix-type transcription factors HES1, ASCL1, and OLIG2 show characteristic differences in their dynamics before and after differentiation [14]. They also maintain oscillatory dynamics during cell replication. If the concentration of HES1 is higher than that of OLIG2 during the non-oscillatory state, the NSCs differentiate into neurons. If the concentration of HES1 or OLIG2 is higher than that of ASCL1, the NSCs differentiate into astrocytes or oligodendrocytes, respectively [14]. In the current study, we constructed a comprehensive molecular-interaction network of NSC differentiation into neurons using the available data. We then developed a mathematical model that maintained the original dynamics of the network by integrating loop structures. The model could simulate the characteristic dynamic changes before and after differentiation. The model also reproduced the effect of overexpression or knockdown of the Id2 gene, which encodes an inhibitor of HES1 dimerization [15]. We suggest that the stabilization of oscillations and characteristic dynamic changes are regulated by the combination of multiple feedback loops.

Figure 1 illustrates the analysis processes employed in this study. Our method allows the analysis of a comprehensive regulatory network by exhaustively collecting information and scaling down the network according to the rationality of dynamics without arbitrariness. On the basis of the analysis of the dynamics of neuronal differentiation, we propose that a combination of multiple loops is important for defining the major dynamics of an entire network.

![Diagram](image-url)

**Figure 1.** Flow diagram of the analysis processes employed in this study.
2. Materials and Methods

2.1. Construction of a Neuronal Differentiation Network

To construct the complete signaling network, relations among molecules involved in neuronal differentiation were collected from the literature and pathway databases [16–23], mainly the NCI Pathway Interaction Database [24] and WikiPathways [25]. The switching mechanisms that determine the direction of differentiation, glia, or neurons, are described in the model. The model does not include pathways activated by glial differentiation, but neuronal differentiation, to focus on the differentiation of NSCs into neurons. The signaling networks were constructed using CellDesigner v4.3 [26] by merging binary relations from each data source and were saved in a Systems Biology Markup Language (SBML) format. The complete signaling network was constructed by manually merging all the SBML files. Then, every molecule was color-coded according to its type (receptor, enzyme, transcription factor, or other). Finally, the enzymes and other molecules were divided into active and inactive forms. The graphical representation conformed to the proposed set of symbols in CellDesigner [27].

2.2. Contraction of the Network

To simplify the network without losing the essential loop structures that are important to the original dynamics, the sequences of unidirectional edges (cascade structures) were converted into a single edge between two molecules. The rate of a cascade reaction depends on the rate-limiting reaction. Therefore, each cascade was represented as a single rate-limiting reaction. The contraction was continued manually until a network only consisted of nodes with multiple input/output edges, by removing nodes with both inward and outward degrees of one. After cascade contraction, feedback loop structures were extracted as a core network. At this time, a transcription–translation self-feedback loop, which was initially constructed from one or two molecules, was reconstructed to include three molecules by adding a transcription or translation event, because such events require much more time than signal transduction events, and this investment of time is related to nonlinear dynamics. Finally, to minimize the network size, feedback loops in the core network were contracted again until at least three nodes were formed. After this contraction, the nodes of the contracted cascade were named on the basis of the node name of the original cascade.

2.3. Mathematical Model Construction

The contracted network was converted into a mathematical model (digested model), in which the dynamics of the original network were maintained. The model was constructed using CellDesigner. The contracted network was drawn and kinetics with parameters were assigned to every edge using the SBMLsqueezer [28] plug-in in CellDesigner. In SBMLsqueezer, the ‘Reversibility’ option was set to ‘Use information from SBML’. Every type of enzyme kinetics was set to the Michaelis–Menten equation, which is one of the best-known models of enzyme kinetics. That of transcriptional or translational reactions was set to the Hill equation, which is the simplest way to describe sigmoidal responses. The parameters were estimated in the range of physiologically relevant values which could simulate the experimental results reported by Imayoshi et al. [14]. The range was determined from records in BioNumbers [29,30]. The initial concentration of each protein was set to 1.0 μM because the typical concentration range of a signaling protein is 10 nM–1 μM [31]. For enzymes and other molecules, the concentration of active and inactive forms was set to 0.5 μM each.

2.4. Simulation and Analysis

The dynamics of the digested model were validated by steady-state simulation and parameter analysis. Simulation was performed using CellDesigner, and the analysis was conducted using COPASI 4.14 (Build 89) [32]. The simulation was calculated using SOSlib [33], with the error tolerance set to −6. To simulate the change in dynamics due to the induction of differentiation, an event that perturbed the concentration of NOTCH (differentiation control factor) at an arbitrary time point was
configured. The parameter search and bifurcation analysis were conducted using the Parameter Scan function in COPASI, which records the time course of an arbitrary molecule for 500 h while changing an arbitrary parameter or concentration within the defined range. The time course was calculated using LSODA [34], with the following parameters: Integrate Reduced Model, 0; Relative Tolerance, 1e–06; Absolute Tolerance, 1e–12; Max Internal Steps, 10,000. The scope of a parameter scan was set to 0.001–1000, and the range of NOTCH concentrations as a differentiation control factor was set to 0–2.8 µM.

3. Results

3.1. Signaling Network of Neuronal Differentiation

To construct a signaling network of NSC differentiation into a mature neuron, we collected publicly available information about the switch from NOTCH, a molecular marker of differentiation, to neuronal markers such as Tau. The network was constructed by using 54 molecules and contained five modules (Figure 2A). The first module was the differentiation switch from NOTCH. The second module was the expression of transcription factors that are early neural markers [16–20]. The third module was the transition from an immature neuron to a mature neuron. The fourth module was regulation to the gain of mature neuron functions [21,22]. Finally, beta-catenin, a molecule related to the function of mature neurons, controls a bHLH-type transcription factor to adjust differentiation, and was adopted as the fifth module [23]. Converting this entire signaling network into a mathematical model can be challenging because multiple parameters need to be taken into account. Because the network dynamics are controlled by the dynamics of individual loop structures [10], we focused on feedback loops that are important to nonlinear dynamics. For example, a feedback loop may confer the ability of homeostasis, ultra-sensitivity, hysteresis, and bistability [35]. A positive feedback loop is defined as a loop structure containing zero or an even number of negative regulations, and a negative feedback loop is defined as a loop structure containing an odd number of negative regulations (Figure 3A). Although some tools could find a loop structure [36,37], it was difficult to find a large loop structure whose size was over 15 nodes. Therefore, to find a large loop, we need to manually extract a loop structure from complicated and large-scale networks. To facilitate manual loop extraction, we contracted the entire network by cascade contraction until a network only consisted of nodes with multiple input/output edges and extracted feedback loops (Figure 3B, Figure A1, and Table A1). After contraction, feedback loop structures were extracted to obtain the core network of marker molecules, which contained 14 molecules (Figure 2B). Although there were also feed-forward loops in the entire network, they were located downstream of the network and had no connection to marker molecules. Therefore, the feed-forward loops were omitted from the core network. The core network included four feedback loops: (1) a negative-feedback loop formed by HES1 dimerization; (2) a positive-feedback loop between PI3K and aPKC_PAR3_PAR6; (3) a negative-feedback loop between PTEN and GSK3B; and (4) a negative-feedback loop between beta-catenin and HES1. The first three loops have been previously investigated [17,21] (the first one has been especially well-analyzed [38,39]), but the negative-feedback loop between beta-catenin and HES1, which was the largest in our model, has not been focused on. The core network retained the feedback loops of the entire original network, and was thus expected to maintain the original dynamics of marker molecules, HES1 and ASCL1. To analyze the dynamics of the core network, we constructed a mathematical model.
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**Figure 2.** Signaling network of neural stem cell differentiation based on publicly available data. (A) The entire signaling network. (B) Core signaling network: feedback loops extracted from the entire network. Rectangular nodes are generic proteins. Oval nodes are small molecules. The arrowhead node is a receptor. Dashed-line nodes are active forms. Bold-line nodes are neuronal markers. Node color codes: yellow, receptor; red, transcription factor; orange, enzyme; blue, molecule related to a function of a mature neuron; green, other.

**Figure 3.** Feedback loops and contraction. (A) Examples of positive and negative feedback loops. (B) Example of contraction.

### 3.2. Mathematical Model of the Core Network

Because the core network was still too complex to convert into a mathematical model, we contracted it to the minimum nodes, but maintained the feedback loop structures, including the differentiation switch NOTCH and the indicators of characteristic dynamics before and after differentiation (Figure 4). The self-negative-feedback loop formed by HES1 dimerization—HES1 -> dimer_HES1 -> HES1—was reconstructed as a three-molecule loop by adding mRNA of HES1 (mHES1) as a transcriptional process, because the self-negative feedback loop represented by transcriptional and translational
The negative-feedback loop between PTEN and GSK3B—PTEN — GSK3B — PTEN — was reconstructed as a three-molecule loop, and the contracted nodes were named PIP_{ca} (PIP_{ci}), aPKC_{ca} (aPKC_{ci}), and PI3K_{ca} (PI3K_{ci}) (Figure A4). The negative-feedback loop between PTEN and GSK3B—PTEN — GSK3B — PTEN — was reconstructed as a four-molecule loop, and the contracted nodes were named PTEN_{ca} (PTEN_{ci}) and GSK3B_{ca} (GSK3B_{ci}) (Figure A5). The negative-feedback loop between beta-catenin and HES1—HES1 — |NEUROG2 — |RHOA — |Rho_kinase — |PTEN — |PI3K — |RAP1B — |CDC42_GEF — |CDC42 — |aPKC_PAR3_PAR6 — |PI3K — |PTEN — was reconstructed as a six-molecule loop (Figure A6). This network was translated into a deterministic mathematical digested model governed by the Hill equation and Michaelis–Menten kinetics (Table 1). The final digested model was constructed using nine molecules (15 nodes) and 20 reactions, which reduced the network size by 84.3% in comparison with the entire signaling network. Thereafter, the dynamics of neuronal differentiation were analyzed by using the digested model. The model is provided as an SBML file in the Supplementary Materials.

**Figure 4.** Diagram of the toy model. The model consists of multiple feedback loops extracted from the core signaling network. The red edge is a component of a positive feedback loop. Blue edges are components of negative feedback loops. Node color codes: yellow, receptor; red, transcription factor; white, contracted node.
Table 1. Differential equations of the toy model.

<table>
<thead>
<tr>
<th>Equation No.</th>
<th>Equation</th>
</tr>
</thead>
</table>
| 1 | \[
\frac{d[HES]}{dt} = k_{T2} \cdot [mHES] - k_{d2} \cdot [HES] - 2k_3 \cdot [HES]^2 + 2k_3 \cdot [dimer_{HES}] \\
\] |
| 2 | \[
\frac{d[mHES]}{dt} = \frac{1}{[NOTCH]} \cdot \frac{[HES]^2}{[dimer_{HES}] + [mHES] + k_{s2}} - k_{d2} \cdot [mHES] \\
\] |
| 3 | \[
\frac{d[dimer_{HES}]}{dt} = k_3 \cdot [HES]^2 - k_{d2} \cdot [dimer_{HES}] \\
\] |
| 4 | \[
\frac{d[PTEN]}{dt} = \frac{[HES]\cdot[PTEN] - [GSK3B]}{[HES][PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |
| 5 | \[
\frac{d[PIP]}{dt} = \frac{[PI3K] \cdot [PTEN] \cdot [PTEN] - [PI3K] \cdot [PTEN] + [PI3K]}{[PI3K] \cdot [PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |
| 6 | \[
\frac{d[PI]}{dt} = \frac{[PI] \cdot [PTEN] \cdot [PTEN] \cdot [PTEN] - [PI] \cdot [PTEN] + [PI]}{[PI] \cdot [PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |
| 7 | \[
\frac{d[PI3K]}{dt} = \frac{[PI3K] \cdot [PTEN] \cdot [PTEN] \cdot [PTEN] - [PI3K] \cdot [PTEN] + [PI3K]}{[PI3K] \cdot [PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |
| 8 | \[
\frac{d[PI3K]}{dt} = \frac{[PI3K] \cdot [PTEN] \cdot [PTEN] \cdot [PTEN] - [PI3K] \cdot [PTEN] + [PI3K]}{[PI3K] \cdot [PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |
| 9 | \[
\frac{d[PI3K]}{dt} = \frac{[PI3K] \cdot [PTEN] \cdot [PTEN] \cdot [PTEN] - [PI3K] \cdot [PTEN] + [PI3K]}{[PI3K] \cdot [PTEN] + [PTEN]} - k_{PTEN} \cdot [PTEN] \\
\] |

3.3. Simulation of the Oscillatory Dynamics

To simulate the oscillatory state of HES1 and ASCL1 in undifferentiated NSCs as a basal condition (as reported by Imayoshi et al. [14]), the digested model was investigated using an oscillatory parameter set. The ranges of 40 parameters (Table 2) allowed the model to maintain oscillations. To check whether these parameter values were physiologically relevant, we compared them to the general parameter values of Michaelis-Menten kinetics based on the BioNumbers database [29]. The minimal values of the parameters in the Hill equation that allowed the expected behaviors of the model to be reconstructed were chosen. Almost all parameters of enzymes, except \( kM_{re2} \cdot s24 \) and \( kM_{re2} \cdot s9 \), exhibit \( K_M \) values above 0.1 \( \mu M \) [30], and almost all of the \( K_M \) values in the model were above 0.1 \( \mu M \) in the oscillatory range. The maximum (37,596,000 h\(^{-1}\)) and minimum (264 h\(^{-1}\)) \( K_Cat \) values were acquired from 27 records for mammals in BioNumbers; all \( K_Cat \) values in the model were within this range. Detailed records are provided as an Excel file in the Supplementary Materials. These data indicated that the oscillatory state could be established under physiologically relevant conditions. The model could simulate the HES1 and ASCL1 oscillation within the 2.5 h period reported by Imayoshi et al. [14] in the undifferentiated state as the basal condition (Figures 5A and 7).
Table 2. Oscillation parameter ranges.

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>2.5 h period</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Parameter Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_{s2}(\text{h}^{-1}))</td>
<td>0.99</td>
<td>0.69</td>
<td>2.45</td>
<td>Degradation rate constant of reaction 3 for substrate s3</td>
</tr>
<tr>
<td>(k_{s3}(\text{h}^{-1}))</td>
<td>1.29</td>
<td>1.03</td>
<td>2.28</td>
<td>Degradation rate constant of reaction 4 for substrate s2</td>
</tr>
<tr>
<td>(k_3(\mu\text{M h}^{-1}))</td>
<td>0.4074</td>
<td>0.37</td>
<td>0.65</td>
<td>Michaelis–Menten constant of reaction 12 for substrate s22</td>
</tr>
<tr>
<td>(k_{32}(\text{h}^{-1}))</td>
<td>2.3</td>
<td>0.61</td>
<td>2.49</td>
<td>Dissociation rate constant of reaction 5</td>
</tr>
<tr>
<td>(k_{33}(\text{h}^{-1}))</td>
<td>31.2</td>
<td>&lt;0.001</td>
<td>&gt;100</td>
<td>Degradation rate constant of reaction 8 for substrate s5</td>
</tr>
<tr>
<td>(k_{catp}(\text{h}^{-1}))</td>
<td>141.6</td>
<td>108</td>
<td>146</td>
<td>Turnover number of reaction 11</td>
</tr>
<tr>
<td>(k_{catp2}(\text{h}^{-1}))</td>
<td>132.6</td>
<td>130</td>
<td>174</td>
<td>Turnover number of reaction 12</td>
</tr>
<tr>
<td>(k_{catp3}(\text{h}^{-1}))</td>
<td>209.4</td>
<td>162</td>
<td>216</td>
<td>Turnover number of reaction 13</td>
</tr>
<tr>
<td>(k_{catp4}(\text{h}^{-1}))</td>
<td>132</td>
<td>128</td>
<td>173</td>
<td>Turnover number of reaction 14</td>
</tr>
<tr>
<td>(k_{catp5}(\text{h}^{-1}))</td>
<td>132</td>
<td>128</td>
<td>173</td>
<td>Turnover number of reaction 15</td>
</tr>
<tr>
<td>(k_{catp6}(\text{h}^{-1}))</td>
<td>174</td>
<td>171</td>
<td>238</td>
<td>Turnover number of reaction 16</td>
</tr>
<tr>
<td>(k_{catp7}(\text{h}^{-1}))</td>
<td>132</td>
<td>95</td>
<td>183</td>
<td>Turnover number of reaction 19</td>
</tr>
<tr>
<td>(k_{81}(\mu\text{M h}^{-1}))</td>
<td>361.2</td>
<td>183</td>
<td>526</td>
<td>Maximal transcription rate of reaction 2</td>
</tr>
<tr>
<td>(k_{82}(\mu\text{M h}^{-1}))</td>
<td>25.74</td>
<td>13.1</td>
<td>31.6</td>
<td>Mass action constant of reaction 1</td>
</tr>
<tr>
<td>(k_{87}(\mu\text{M h}^{-1}))</td>
<td>10.86</td>
<td>&lt;0.001</td>
<td>&gt;100</td>
<td>Maximal transcription rate of reaction 7</td>
</tr>
<tr>
<td>(k_{Me11}(\mu\text{M}))</td>
<td>50.0</td>
<td>48.9</td>
<td>65.5</td>
<td>Michaelis–Menten constant of reaction 11 for substrate s15</td>
</tr>
<tr>
<td>(k_{Me12}(\mu\text{M}))</td>
<td>1.62</td>
<td>1.26</td>
<td>1.66</td>
<td>Michaelis–Menten constant of reaction 12 for substrate s22</td>
</tr>
<tr>
<td>(k_{Me13}(\mu\text{M}))</td>
<td>0.21</td>
<td>0.21</td>
<td>0.29</td>
<td>Michaelis–Menten constant of reaction 13 for substrate s16</td>
</tr>
<tr>
<td>(k_{Me14}(\mu\text{M}))</td>
<td>28.4</td>
<td>21.6</td>
<td>28.9</td>
<td>Michaelis–Menten constant of reaction 14 for substrate s17</td>
</tr>
<tr>
<td>(k_{Me15}(\mu\text{M}))</td>
<td>12.7</td>
<td>9.4</td>
<td>13.1</td>
<td>Michaelis–Menten constant of reaction 15 for substrate s21</td>
</tr>
<tr>
<td>(k_{Me16}(\mu\text{M}))</td>
<td>0.45</td>
<td>0.22</td>
<td>0.49</td>
<td>Michaelis–Menten constant of reaction 16 for substrate s19</td>
</tr>
<tr>
<td>(k_{Me17}(\mu\text{M}))</td>
<td>1.2</td>
<td>1.18</td>
<td>1.61</td>
<td>Michaelis–Menten constant of reaction 17 for substrate s20</td>
</tr>
<tr>
<td>(k_{Me18}(\mu\text{M}))</td>
<td>0.91</td>
<td>0.89</td>
<td>1.52</td>
<td>Michaelis–Menten constant of reaction 18 for substrate s18</td>
</tr>
<tr>
<td>(k_{Me19}(\mu\text{M}))</td>
<td>9.0</td>
<td>6.2</td>
<td>12.8</td>
<td>Michaelis–Menten constant of reaction 19 for substrate s24</td>
</tr>
<tr>
<td>(k_{Me20}(\mu\text{M}))</td>
<td>0.62</td>
<td>0.38</td>
<td>0.88</td>
<td>Michaelis–Menten constant of reaction 20 for substrate s23</td>
</tr>
<tr>
<td>(k_{Sm12}(\mu\text{M}))</td>
<td>0.04</td>
<td>0.029</td>
<td>0.048</td>
<td>Half-maximal inhibitory concentration of substrate s24 in reaction 2</td>
</tr>
<tr>
<td>(k_{Sm12}(\mu\text{M}))</td>
<td>0.0023</td>
<td>&lt;0.001</td>
<td>0.0025</td>
<td>Half-maximal inhibitory concentration of substrate s9 in reaction 2</td>
</tr>
<tr>
<td>(k_{Sm27}(\mu\text{M}))</td>
<td>0.116</td>
<td>&lt;0.001</td>
<td>&gt;100</td>
<td>Half-maximal inhibitory concentration of substrate s3 in reaction 7</td>
</tr>
<tr>
<td>(k_{Sp25}(\mu\text{M}))</td>
<td>2.5</td>
<td>2.18</td>
<td>3.17</td>
<td>Half-maximal effective concentration of substrate s24 in reaction 2</td>
</tr>
<tr>
<td>(V_{lmax}(\mu\text{M h}^{-1}))</td>
<td>88.2</td>
<td>67.9</td>
<td>90.9</td>
<td>Maximal reaction rate constant of reaction 17</td>
</tr>
<tr>
<td>(V_{lmax}(\mu\text{M h}^{-1}))</td>
<td>14.52</td>
<td>10.7</td>
<td>14.9</td>
<td>Maximal reaction rate constant of reaction 18</td>
</tr>
<tr>
<td>(V_{lmax}(\mu\text{M h}^{-1}))</td>
<td>24.0</td>
<td>17.9</td>
<td>33.3</td>
<td>Maximal reaction rate constant of reaction 20</td>
</tr>
<tr>
<td>(m_{m224})</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Inhibition coefficient of reaction 2 for substrate s24</td>
</tr>
<tr>
<td>(m_{m224})</td>
<td>5</td>
<td>5</td>
<td>&gt;10</td>
<td>Inhibition coefficient of reaction 2 for substrate s9</td>
</tr>
<tr>
<td>(m_{m273})</td>
<td>2</td>
<td>1</td>
<td>&gt;10</td>
<td>Inhibition coefficient of reaction 7 for substrate s3</td>
</tr>
<tr>
<td>(m_{p242})</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>Hill coefficient of reaction 2 for substrate s11</td>
</tr>
</tbody>
</table>
During neural differentiation, the characteristic dynamics of the transition from the oscillatory to the non-oscillatory state of HES1 and ASCL1 are controlled by the concentration of NOTCH [14]. In the non-oscillatory state after differentiation, the concentration of ASCL1 was higher than that of HES1 in a neuron, whereas the concentration of HES1 was higher than that of ASCL1 in an astrocyte. To simulate the physiological condition at the initiation of neuronal differentiation, we set a low concentration of NOTCH during simulation. As a result, ASCL1 became dominant in a non-oscillatory state. At the same time, the concentration of GSK3B_ca, which included GSK3B (a negative regulator [21]), decreased and the concentrations of aPKC_ca, which included aPKC_PAR3_PAR6, and PI3K_ca, which included PI3K (positive regulators [21]), increased (Figure 5B). These results agreed with previously reported experimental results on neuronal differentiation [14,21]. Conversely, we set a high concentration of NOTCH and executed the simulation. The oscillation of concentrations of HES1 and ASCL1 disappeared and the equilibrium concentration of HES1 became higher than that of ASCL1 (Figure 5C). This result agrees with the previously reported initiation of glial differentiation [14]. Both ASCL1 and HES1 maintained oscillations at physiologically relevant NOTCH concentrations in an NSC (Figure 5D) [31]. This NOTCH-dependent dynamic transition was consistent with the experimental results of Imayoshi et al. [14]. We also simulated the overexpression and knockdown of the Id2 gene, which encodes an inhibitor of HES1 dimerization [15]. The knockdown of Id2 promotes neuronal differentiation by suppressing HES1 and enhancing ASCL1 expression, and the overexpression of Id2 inhibits neuronal differentiation by enhancing HES1 and suppressing ASCL1 expression [15]. To simulate the inhibition of HES1 dimerization by Id2, an inhibition parameter, kSm_Id (an indicator of the amount of Id2), was introduced into equations 1 and 3 (Table 1) to obtain equations 1′ and 3′ (Table 3), respectively. When Id2 knockdown was simulated by setting kSm_Id to 0.1, oscillations disappeared, and a neuronal differentiation state with ASCL1 domination was observed at each NOTCH concentration (Figure 6A). When Id2 overexpression was simulated by setting kSm_Id to 10, oscillations also disappeared, and a non-neuronal differentiation state with HES1 domination was
observed at NOTCH concentrations over 0.7 µM (Figure 6B). Therefore, the digested model maintained the original dynamics of the entire network.

Table 3. Differential equations of a model with an incorporated inhibition of HES1 dimerization by Id2.

<table>
<thead>
<tr>
<th>Equation No.</th>
<th>Equation</th>
</tr>
</thead>
</table>
| 1'           | \[
\frac{d[HES_1]}{dt} = k_{g2} [mHES_1] - k_{s3} [HES_1] - \frac{2k_r [HES_1]^2}{k_{smu}} + 2k_{3r} [dimer_{HES1}] \]
| 3'           | \[
\frac{d[dimer_{HES1}]}{dt} = \frac{k_3r [HES_1]^2}{k_{smu}} - k_{3r} [dimer_{HES1}] \]

Figure 6. Simulation of HES1 and ASCL1 concentrations under the Id2 gene knockdown or overexpression conditions. (A) Id2 gene knockdown with kSm_Id = 0.1. (B) Id2 gene overexpression with kSm_Id = 10. Background colors show cell differentiation state; green, neuron; yellow, astrocyte.

3.5. Model Analysis

We analyzed the contribution of each loop to the results of simulation of NOTCH responsiveness by bifurcation analysis. To simulate a loss-of-function mutation that inhibits the self-feedback regulation of HES1, we collapsed the self-feedback loop of HES1 in our model and executed the simulation.
(Figure A8). When the loop was collapsed by changing equation 2 to equation 2’ (Table 4), the oscillatory state, which is important for maintaining the undifferentiated state, disappeared. At the same time, the ASCL1-dominant state, which is important for differentiation into neurons, became narrower with rapid HES1 upregulation (Figure 7A). Therefore, this loop is required to maintain the oscillatory state and ASCL1-dominant state. This result agreed with the reported result of HES1 inhibition by the overexpression of Id2 [15]. To simulate the specific inhibition of the effect of GSK3B on PTEN, we collapsed the negative feedback loop between GSK3B and PTEN by changing equations 5 and 6 to equations 5’ and 6’, respectively (Table 4, Figure A9). The oscillatory state shifted to higher NOTCH concentrations (Figure 7B), which means that this loop was involved in the sensitivity of oscillations to the NOTCH concentration. GSK3B may promote or inhibit NOTCH signaling under different conditions, depending on the loops involved [40-43].

The dichotomic characteristics of GSK3B may enable it to arbitrate the response to NOTCH, given that our simulation suggested that the GSK3B–PTEN loop regulated the sensitivity of oscillations to NOTCH. To simulate the specific inhibition of the effect of PI3K to PIP2, we collapsed the positive feedback loop between aPKC_PAR3_PAR6 and PI3K by changing equations 7 and 8 to equations 7’ and 8’, respectively (Table 4, Figure A10). The relative changes in HES1 and ASCL1 concentrations with the NOTCH concentration were maintained, but the oscillatory state disappeared (Figure 7C). Therefore, the aPKC_PAR3_PAR6–PI3K loop is required to maintain the oscillatory state. We estimated the effect of the collapse of this loop by inhibiting PI3K. A PI3K inhibitor, LY294002, inhibits the proliferation of neural progenitor cells [23,43]; our result agreed with the published data. To simulate the specific inhibition of the effect of beta-catenin on HES1, we collapsed the negative feedback loop between beta-catenin and HES1 by changing equation 2 to equation 2” (Table 4, Figure A11). The oscillations disappeared and the ASCL1-dominant state became narrower (Figure 7D), indicating that this loop is required for maintaining oscillations and upregulating ASCL1 at low concentrations of NOTCH. The collapse of this loop equals beta-catenin inhibition, which represses the proliferation of neural progenitor cells and accelerates glial differentiation [44,45]. Glial differentiation is induced without oscillation under ASCL1 repression [14]. Our result that the collapse of this loop leads to ASCL1 repression is consistent with the reported acceleration of glial differentiation by beta-catenin inhibition. These results suggest that multiple feedback loops are essential for the characteristic dynamics of neural differentiation.

**Table 4. Differential equations of models with the feedback loop removed.**

<table>
<thead>
<tr>
<th>Equation No.</th>
<th>Equation</th>
</tr>
</thead>
</table>
| 2'          | \[
\frac{d[m\text{HES}]}{dt} = \frac{k_{\text{f}} \cdot \text{NOTCH}^{m\text{HES}_{21}}}{[\text{NOTCH}]^{m\text{HES}_{21}} + k_{\text{p}}[\text{PTEN}]^{m\text{PTEN}_{24}}} \left(1 - \frac{\text{GSK3B}_{m\text{GSK3B}_{24}}}{\text{GSK3B}_{m\text{GSK3B}_{24}} + k_{\text{M}_{22}}} \right) - k_{\text{d}_{2}}[m\text{HES}]
\] |
| 2”          | \[
\frac{d[m\text{HES}]}{dt} = \frac{k_{\text{f}} \cdot \text{NOTCH}^{m\text{HES}_{21}}}{[\text{NOTCH}]^{m\text{HES}_{21}} + k_{\text{p}}[\text{PTEN}]^{m\text{PTEN}_{24}}} \left(1 - \frac{\text{dimer}\text{HES}^{m\text{HES}_{21}}}{\text{dimer}\text{HES}^{m\text{HES}_{21}} + k_{\text{M}_{22}}} \right) - k_{\text{d}_{2}}[m\text{HES}]
\] |
| 5’          | \[
\frac{d[\text{PTEN}_{21}]}{dt} = \frac{[\text{HES}] \cdot k_{\text{cat}}[\text{PTEN}_{21}]}{k_{\text{M}_{21}} + [\text{PTEN}_{21}]} - \frac{k_{\text{cat}}[\text{PTEN}_{21}]}{k_{\text{M}_{22}} + [\text{PTEN}_{21}]}
\] |
| 6’          | \[
\frac{d[\text{PTEN}_{21}]}{dt} = \frac{\text{kat}_{\text{PTEN}_{21}}[\text{PTEN}_{21}]}{\text{EM}_{\text{PTEN}_{21}} + [\text{PTEN}_{21}]} - \frac{\text{kat}_{\text{GSK3B}_{21}}[\text{PTEN}_{21}]}{\text{EM}_{\text{GSK3B}_{21}} + [\text{PTEN}_{21}]}
\] |
| 7’          | \[
\frac{d[\text{dimer}\text{HES}_{21}]}{dt} = \frac{\text{kat}_{\text{HES}_{21}}[\text{dimer}\text{HES}_{21}]}{\text{EM}_{\text{HES}_{21}} + [\text{dimer}\text{HES}_{21}]} - \frac{\text{kat}_{\text{GSK3B}_{21}}[\text{dimer}\text{HES}_{21}]}{\text{EM}_{\text{GSK3B}_{21}} + [\text{dimer}\text{HES}_{21}]}
\] |
| 8’          | \[
\frac{d[\text{dimer}\text{HES}_{21}]}{dt} = \frac{\text{kat}_{\text{HES}_{21}}[\text{dimer}\text{HES}_{21}]}{\text{EM}_{\text{HES}_{21}} + [\text{dimer}\text{HES}_{21}]} - \frac{\text{kat}_{\text{GSK3B}_{21}}[\text{dimer}\text{HES}_{21}]}{\text{EM}_{\text{GSK3B}_{21}} + [\text{dimer}\text{HES}_{21}]}
\] |
4. Discussion

We generated an NSC differentiation network containing four feedback loops on the basis of publicly available data. Our digested model was constructed through cascade contraction of the comprehensive regulatory network with the preservation of feedback loops. Three types of HES1 and ASCL1 states regulated by the NOTCH concentration were consistent with the NOTCH-dependent neural differentiation suggested by Imayoshi et al. [14]. Although experimental data show complex waveforms of HES1 and ASCL1, we simulated the main-frequency waves, which have a period of 2 to 3 h [14], and analyzed the dynamics of the transition from the oscillatory to the non-oscillatory state qualitatively using a digested model. The results of the simulation of GSK3B, aPKC_PAR3_PAR6, and PI3K, represented as GSK3B_ca, aPKC_ca, and PI3K_ca in the digested model, respectively, are consistent with previous experimental results [21] (Figure 3B,C). The results of the simulation of Id2 knockdown or overexpression are also consistent with experimental results [15]. Therefore, our digested model could adequately simulate the dynamics not only of HES1 and ASCL1, but also of other molecules. Our model suggests that three loops (HES1 negative self-feedback, positive feedback between aPKC_PAR3_PAR6 and PI3K, and negative feedback between GSK3B and HES1) are important for maintaining undifferentiated state oscillations. Our simulation result showed that inhibition of the HES1 self-feedback loop caused the disappearance of its oscillatory expression (Figure 7A). At the same time, the ASCL1-dominant condition, which is equal to the neuronal differentiation-dominant condition, becomes narrower. This means that the inhibition of the HES1 self-feedback loop could suppress the differentiation of NSCs. A previous study experimentally showed that the inhibition of HES1 by overexpression of the id protein caused the inhibition of differentiation [15]. Therefore, the result of our simulation was consistent with this previous experimental knowledge. We suggest that the negative-feedback loop between beta-catenin and HES1 in the comprehensive regulatory network is also important because of its greatest contribution to the characteristic dynamics (Figure 7D). A relation between beta-catenin and HES1 plays a role...
in tumorigenesis [46]. As HES1 controls cancer stem cells [47], the negative feedback loop that has not been focused on may be related to the proliferation and differentiation of cancer stem cells. It is expected that a further experimental study, such as perturbing the loop by knock down, will reveal detailed mechanisms of neural differentiation. These findings could only be produced by using the analysis based on a large-scale regulatory network, thus highlighting the effectiveness of our approach.

We demonstrated that focusing on feedback loop structures instead of the whole network when constructing a model was sufficient for producing data in agreement with experimental results. Our approach could be applied to an analysis of various biochemical networks by simulation. By streamlining large-scale regulatory network construction, our approach could help to analyze various biological phenomena, such as cell differentiation, cell division, or pathogenesis. However, the large-scale regulatory network will probably be insufficient and heterogeneous when it is constructed using the available data alone. To overcome this false-negative problem (the relations that exist, but cannot be detected), many data-driven network reconstruction methods have been developed. These statistical approaches are mainly classified under two categories: expression-based [48] and sequence-based [49]. Although the methods of both categories can reveal undiscovered relations that cannot be inferred manually, the reconstructed network includes many false-positive regulations. A nonlinear model intrinsically causes complex behavior. With an increase in the number of false-positive regulations, an increase in the number of nonlinearities becomes unavoidable. Based on this mathematical background, a model with a high number of false-positive regulations seemingly generates the real behavior, but is different from the real system. Therefore, it is desirable to build a mathematical model only from reliable elements. The addition of false-positive regulation to the model could have a considerable effect and complicate the conversion of a data-driven network into a mathematical model. Currently, the manual methods are better than the data-driven methods for the construction of a mathematical model.

Our large-scale regulatory network of neuronal differentiation may lack some components and thus may not completely represent neuronal differentiation. In our network, ASCL1 is directly affected by HES1; ASCL1 oscillation controls proliferation and differentiation [14] and affects NOTCH receptors of adjacent cells via the activation of DLL [50]. Neural differentiation is also affected by adjacent cells [51]. We excluded this information because we focused on the dynamics of a single cell. To reveal the entire mechanism of neural differentiation, adding a path to adjacent cells, for instance via DLL, might be required. The analysis of multiple cells might provide a model that can simulate dynamics other than state transitions. The concentrations of both HES1 and ASCL1 decrease in a non-oscillatory state when an NSC differentiates into an oligodendrocyte [14]. To simulate this transition, we need to add a signaling pathway focusing on the oligodendrocyte marker OLIG2, which oscillates with a period of 400 min in NSCs [14]. This period is much longer than that of HES1 or ASCL1, and the dispersion of oscillation is very high. Therefore, OLIG2 regulation might involve a delay mechanism to elongate the period and a mechanism to amplify dispersion. Recently, a similar method was used to analyze oligodendrocyte differentiation [52]. Similar to our study, the authors used a manual method to construct a network; however, they also introduced publicly available interaction data from omics databases. In comparison with our method, this approach may reduce the number of false-negative interactions. On the other hand, the study [52] only focused on two- or four-node feedback loops. Our contraction method may detect a larger regulatory system of oligodendrocyte differentiation. The complete mechanism of neural differentiation may be simulated by integrating this information and methods. Our model can simulate the dynamics of NSC-to-neuron transition and exemplify the reverse transition by increasing the concentration of NOTCH, but differentiation is mostly irreversible. Therefore, it is difficult to validate the results of reversing from a neuron to an NSC. Some hypotheses suggest the core factors of differentiation that also inhibit reprogramming [53] or control the mechanisms generated by neurogenic niches [54]. Specific network structures such as positive feedbacks or micro-environmental factors may be important for hysteresis in differentiation, and a more detailed, larger network needs to be analyzed.
There exist some network reduction approaches, but some of them are limited in terms of the preservability of original dynamics [6,7]. Kernel Identification [8] is one of the methods employed to preserve the network dynamics; however, the preservability is only validated with Boolean models. Because we aimed to maintain the network dynamics at the level of ordinary differential equations, we concentrated on extracting loops. We did not modify the network, except for cascades as the target of reduction, instead of applying the previous work. Practically, network reduction by Kernel Identification may produce a similar contracted network and will be advantageous when the network is larger than in this case.

To simulate more realistic behaviors of biological cells, highly crowded and inhomogeneous environments should be considered. The use of fractional derivatives has been well-evaluated in the usage of visco-elastic processes of soft materials [55], and recently, they have started to apply more biological targets [56–59]. Our mathematical model of neural differentiation is also expected to become more realistic by fractional derivatives instead of classical integer derivatives. Although we focused on NOTCH signaling in this study, our network also includes FGF as another input signal. An analysis of the behavior of the network stimulated with FGF may show variate responses and as a result, may reveal other mechanisms of neural differentiation. Although the core network did not include a feed-forward loop, a feed-forward loop accelerates the response time of a system and achieves cell state transition rapidly. Because the cellular state transition obtained by NOTCH signaling is also known to be accelerated by a feed-forward loop [60], a feed-forward loop may exist upstream of the core network. Our method can be used to analyze the dynamics of a new large-scale regulatory network when new information becomes available.

5. Conclusions

The construction of a large-scale regulatory network of neuronal differentiation based on publicly available data led to the identification of a new feedback loop structure, which we expect regulates differentiation. The large-scale regulatory network was modeled mathematically after network contraction, and the extracted digested model simulated the characteristic dynamics of HES1 and ASCL1, which were suggested to be regulated by multiple loops. More information about neural differentiation and further analyses focused on loop structures will deepen our understanding of the mechanism of neural differentiation. Our approach is applicable to other biological models for which detailed mechanisms are unknown.
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Appendix A. Supporting Figures and Tables

Figure A1. Cascade-contracted network. To find the feedback loop, the whole signaling network was contracted by cascade contraction.

Figure A2. Diagram of the HES1 negative self-feedback loop model without delay. The model consists of an HES1 negative self-feedback loop with three nodes without delay. The red edge represents positive regulation. The blue edge represents negative regulation.

Figure A3. Simulation result of the HES1-loop model. The model could simulate the oscillatory state with a period of almost 2 hours. The following parameters were used: \( k_3 = 0.00129, k_{3r} = 0.0232, \) \( k_g2 = 4.25, \) \( n_{mre1s9} = 5, \) \( k_{Smre1s9} = 0.00228, \) \( k_g1 = 3.24, \) \( k_{s3d} = 0.0258, \) and \( k_{s2d} = 0.0355.\)
Figure A3. Simulation result of the HES1-loop model. The model could simulate the oscillatory state with a period of almost 2 hours. The following parameters were used: $k_3 = 0.00129$, $k_{3r} = 0.0232$, $k_{g2} = 4.25$, $nm_{re1s9} = 5$, $k_{Smre1s9} = 0.00228$, $k_{g1} = 3.24$, $k_{s3d} = 0.0258$, and $k_{s2d} = 0.0355$.

Figure A4. Diagram of the positive-feedback loop between PI3K and aPKC_PAR3_PAR6. (A) The positive-feedback loop in the whole signaling network. (B) The contracted positive-feedback loop in the toy model. Red edges represent positive regulations. Background colors show correspondence relationships between before and after contraction.
Figure A5. Diagram of the negative-feedback loop between PTEN and GSK3B. (A) The negative-feedback loop in the whole signaling network. (B) The contracted negative-feedback loop in the toy model. Red edges represent positive regulations. Blue edges represent negative regulations. Background color shows correspondence relationship between before and after contraction.
Figure A6. Diagram of negative-feedback loop between beta-catenin and HES1. (A) The negative-feedback loop in the whole signaling network. (B) The contracted negative-feedback loop in the toy model. Red edges represent positive regulations. Blue edges represent negative regulations. Background colors show correspondence relationships between before and after contraction.
Figure A7. Simulation result of all species.

Figure A8. Diagram of the collapsed model of the HES1 self-feedback loop.
Figure A7. Simulation result of all species.

Figure A8. Diagram of the collapsed model of the HES1 self-feedback loop.

Figure A9. Diagram of the collapsed model of the negative-feedback loop between GSK3B and PTEN.

Figure A10. Diagram of the collapsed model of the positive-feedback loop between aPKC_PAR3_PAR6 and PI3K.

Figure A11. Diagram of the collapsed model of the negative-feedback loop between beta-catenin and HES1.
Table A1. Nodes removed by the contraction process.

<table>
<thead>
<tr>
<th>Node Name</th>
<th>Reason</th>
<th>Integrated To (Identifier in the Toy Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEUROG2</td>
<td>Cascade (whole signaling network)</td>
<td>Rho_kinase</td>
</tr>
<tr>
<td>MLC</td>
<td>Cascade (whole signaling network)</td>
<td>Rho_kinase</td>
</tr>
<tr>
<td>RhoA</td>
<td>Cascade (whole signaling network)</td>
<td>Rho_kinase</td>
</tr>
<tr>
<td>RAP1B</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>CDC42_GEF</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>Cofilin</td>
<td>Cascade (whole signaling network)</td>
<td>PAK</td>
</tr>
<tr>
<td>LIMK</td>
<td>Cascade (whole signaling network)</td>
<td>PAK</td>
</tr>
<tr>
<td>Stathmin</td>
<td>Cascade (whole signaling network)</td>
<td>PAK</td>
</tr>
<tr>
<td>N_WASP</td>
<td>Cascade (whole signaling network)</td>
<td>CDC42</td>
</tr>
<tr>
<td>MRCK</td>
<td>Cascade (whole signaling network)</td>
<td>CDC42</td>
</tr>
<tr>
<td>KLC</td>
<td>Cascade (whole signaling network)</td>
<td>GSK3B</td>
</tr>
<tr>
<td>APC</td>
<td>Cascade (whole signaling network)</td>
<td>GSK3B</td>
</tr>
<tr>
<td>b-catenin</td>
<td>Cascade (whole signaling network)</td>
<td>GSK3B</td>
</tr>
<tr>
<td>mTOR</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>RHEB</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>PDK1</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>ILK</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>AKT</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>L1</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>CREB</td>
<td>Cascade (whole signaling network)</td>
<td>PIP3</td>
</tr>
<tr>
<td>MAPKAP_K1</td>
<td>Cascade (whole signaling network)</td>
<td>RAS</td>
</tr>
<tr>
<td>MAPK</td>
<td>Cascade (whole signaling network)</td>
<td>RAS</td>
</tr>
<tr>
<td>MEK</td>
<td>Cascade (whole signaling network)</td>
<td>RAS</td>
</tr>
<tr>
<td>RAF</td>
<td>Cascade (whole signaling network)</td>
<td>RAS</td>
</tr>
<tr>
<td>MARK2</td>
<td>Cascade (whole signaling network)</td>
<td>aPKC_PAR3_PAR6</td>
</tr>
<tr>
<td>Arp2/3</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>IQGAP3</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>PAK</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>p35/CDK5</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>SRA1_WAVE1</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>MAP1B</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>Tau</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>CRMP-2</td>
<td>Feedback loop extraction</td>
<td>-</td>
</tr>
<tr>
<td>RAS</td>
<td>Parameterization</td>
<td>-</td>
</tr>
<tr>
<td>Rho_kinase</td>
<td>Cascade (core network)</td>
<td>PTEN_ca (s22)</td>
</tr>
<tr>
<td>TIAM1/2</td>
<td>Cascade (core network)</td>
<td>P13K_ca (s20)</td>
</tr>
<tr>
<td>RAC1</td>
<td>Cascade (core network)</td>
<td>P13K_ca (s20)</td>
</tr>
<tr>
<td>PIP3</td>
<td>Cascade (core network)</td>
<td>PIP_ca (s16)</td>
</tr>
<tr>
<td>GSK3B</td>
<td>Cascade (core network)</td>
<td>GSK3B_ca (s24)</td>
</tr>
<tr>
<td>PTEN</td>
<td>Cascade (core network)</td>
<td>PTEN_ca (s22)</td>
</tr>
<tr>
<td>aPKC_PAR3_PAR6</td>
<td>Cascade (core network)</td>
<td>aPKC_ca (s18)</td>
</tr>
</tbody>
</table>

Table A2. Differential equations of the HES1 self-loop model.

<table>
<thead>
<tr>
<th>Equation No.</th>
<th>Differential equations</th>
</tr>
</thead>
</table>
| 1            | \[
| \frac{d[HES_1]}{dt} = k_{S_2}[mHES_1] - k_{S_3}[HES_1] - 2k_{S_2}[HES_1]^2 + 2k_{S_3}[dimer_{HES_1}]
| \frac{d[mHES_1]}{dt} = k_{S_1} \left( 1 - \frac{[dimer_{HES_1}]}{[dimer_{HES_1}]+k_{S_4}+[mHES_1]} \right) - k_{S_2}[mHES_1]
| \frac{d[dimer_{HES_1}]}{dt} = k_{S_3}[HES_1]^2 - k_{S_3}[dimer_{HES_1}]\]
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