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1. Introduction

The rapid adoption of variable renewable energy sources (VREs) is creating a growing need for energy storage, flexible loads, and smart automation technologies for better management of a fluctuating electric grid. In deregulated markets, market mechanisms are used at a wholesale level to ensure that supply meets the demand. However, in the vast majority of markets, small- and medium-scale end users are insulated from the market and have fixed or simplified electric rate structures. While there are reasons for this simplicity, it removes any incentive for these end-users to invest in storage or smart scheduling technology. With a flat rate, for example, only total energy consumption matters, financially, to customers. Alternatively, if customers had variable, or even real-time prices, when they use energy might be as important as how much energy they use. This would create a financial incentive for them to invest in battery storage technologies and to use systems that automate their energy usage (such as with smart HVAC scheduling). This would be difficult or impossible for consumers to manage on their own. However, with optimization-based, proactive
automation to charge and discharge the battery as well as manage HVAC set points, the consumer would not have to manage their energy usage actively. The combination of variable prices reflecting supply and demand on the market, widespread adoption of energy storage, and smart automation technologies have the potential to transform energy users into a valuable asset for grid management. While there are substantial regulatory hurdles for this scenario to become a reality, the purpose of this paper is to model, at the grid level, the potential impact of the confluence of these three factors and to develop energy demand prediction models would represent this system. The developed energy demand prediction models would then be used, in future studies, to optimize the operation of the grid.

Demand-side management (DSM) is an essential part of a smart grid that creates a decision platform for key stakeholders to trade energy between the consumers and providers [1]. DSM is defined as the planning and implementation of those activities designed to influence consumer use of electricity in ways that will result in changes in the utility’s load shape [2]. Different DSM techniques are being practiced throughout the world with several targets. Among these targets are the following: increasing energy efficiency by reducing demand in the long term and employing demand response programs that can influence the demand in the short term in response to variable energy price signals. The formulation and impacts of DSM models and techniques on the smart grid have been widely studied in the literature. Many researchers have proposed models to perform load shifting in smart grids with the inclusion of electric vehicles [3–5]. Other researchers have studied DSM for smart building automation [6–9]. In fact, studies related to DSM and its impact on the power sector cannot be just summarized in a few lines. However, various review articles have deeply discussed and surveyed these issues [10–13].

With the presence of DSM along with multi-scale renewable generation, energy demand prediction is becoming important as it helps to improve the efficiency of the smart grid network on both the distribution end and the generation stations [14,15]. Different techniques have been proposed for energy load forecasting in recent years. Computational intelligence for energy forecasting can use a single machine learning model or hybrid models. Single models include fuzzy logic sets, artificial neural networks (ANN), support vector machines (SVM), linear and nonlinear regression, clustering techniques, genetic algorithms (GA), artificial bee algorithm, artificial immune systems (AIS), and particle swarm optimization (PSO). Hybrid models include neuro-fuzzy (NF), artificial neural network and wavelet transform, optimization algorithms integrated with ANN, ANN and clustering techniques, and optimization algorithms integrated with SVM. Fallah et al. discussed the aforementioned techniques showing the advantages and disadvantages of each of them and the challenges for the future [1]. Many researchers have developed different models and optimization techniques for predicting the energy demand for various entities of the demand side of the electricity grid using machine learning mainly for minimizing the operational cost or optimizing energy usage [16–19]. Other researchers have developed energy demand prediction models, scheduling techniques, and energy management systems considering the demand side and the supply side as well for several purposes, including cost minimization and grid frequency control [20–22]. Dahraie et al. presented a scheduling approach to balance the supply and demand with an overall purpose of minimizing the operational cost taking into consideration the constraints related to the maximum and minimum capacities of the included energy storage devices and renewable energy resources under different demand response programs [23]. Muralitharan et al. developed an energy demand prediction model and mentioned that with the developed model it would be possible to improve the management of demand and supply, planning of power grid and prediction of future energy requirement in the smart grid, but the authors never mentioned how the developed model would do so [15]. To the best of our knowledge, no deeper investigation has been done into how energy price signals with a real-time pricing structure (RTP) would affect the energy demand required from non-renewable energy resources (e.g., thermal power plants) in a smart grid environment. Using energy price signals as a manipulated variable to leverage battery energy storage and flexible loads (i.e., air conditioning temperature set points) within residential buildings is a novel idea that needs to be addressed.
This study aims to illustrate how using price signals as decision variables would encourage homeowners to use energy storage systems and flexible loads to reduce their bills significantly. In doing that, energy demand prediction models were developed using weather forecasts, historical demand data, and energy price signals. Three different single model machine learning techniques have been used to develop the demand prediction models; linear autoregressive with exogenous inputs regression model (L-ARX regression model), nonlinear autoregressive with exogenous inputs regression model (N-ARX regression model), and nonlinear autoregressive with exogenous inputs neural network (N-ARXnet model). A smart grid model for a city of 60,000 houses is presented to illustrate the relationship between all the parameters of the grid and how making the energy price signals a decision variable would affect the control and operation of the grid. The energy demand prediction models presented in this study will be used to solve a grid-level optimization problem in another future study. The ultimate goal is to motivate homeowners to invest in ESS and to encourage policymakers to implement real-time pricing rate structures while making them available to homeowners.

The remainder of this manuscript is organized as follows. Section 2 presents the smart grid model and its components in general. Section 3 presents the model formulation, including the smart houses, solar power plant, conventional natural gas thermal power plant, and frequency control. Problems related to the electricity grid and potential solutions using energy prices are discussed in Section 4. A clear illustration of the novelty of this work is presented in Section 4. A description of the machine learning techniques used is presented in Section 5. The results and discussion are presented in Section 6. Finally, the conclusion and future work are summarized in Section 7.

2. System Description

The smart grid system used in this study is composed of a city of 60,000 houses, a solar power plant, and a thermal power plant.

Figure 1 shows a simple schematic of the system. The first element of the grid is the smart houses representing the power demand for a city of 60,000 houses. The houses are referred to as smart houses because of the smart automation of the HVAC system implemented within each house, in addition to the use of battery energy storage.

![Figure 1. Schematic of the smart grid used in this study.](image)

The second element of the grid is a conventional natural gas thermal power plant. While the thermal power plant is the primary energy source in this study, it is flexible and dispatchable, so it is used as a manipulated variable to regulate the frequency of the grid at 60 Hz. Figure 2 illustrates the operation of the grid. The energy demand from the city, together with the generated power from the thermal and solar power plants are used to calculate the frequency of the grid. Each house in the city...
has a proactive energy management system, where it charges or discharges the battery and regulates the HVAC temperature setpoint based on the price signals and the weather forecast. The calculated frequency is then sent to a PI controller, which has a set point of 60 Hz. The PI controller determines the required generation from the thermal power plant that would keep the frequency of the grid at 60 Hz using a very tight control scheme.

![Figure 2. Grid operation flowchart.](image)

The third element of the grid is a solar power plant. The solar power plant is a secondary power supply that provides energy as available from the sun while relying on the thermal power plant to regulate the frequency and to ensure that supply meets demand at all times. In this model, the size of the solar plant can be changed to determine how much solar energy the aforementioned storage and automation techniques can accommodate.

The model formulation of the system, including the houses energy management systems, solar power plant, thermal power plant, and the energy demand models is discussed in Section 3.

3. Model Formulation

3.1. Smart Houses

Different models in the literature have been used for home modeling applications [24–26]. In this study, the model developed by Sheha and Powell was used to simulate the smart houses [27]. In this model, the rate of change of the indoor temperature within each house is described by the following equation:

\[ A \frac{dT}{dt} = B(T_{amb} - T_{house}) - Q + C \]  

(1)

Typical meteorological year (TMY3) weather files for Salt Lake City, Utah, were used to simulate the ambient temperature. This is only for research purposes, but for an actual system, accurate weather predictions should be used instead of TMY3 data. The term “A” accounts for the total thermal masses of each house, while the term “B” accounts for the overall heat transfer coefficient and surface area through the boundaries of each house. The term “C” is a constant term accounting for any neglected sources that might affect the indoor temperature (e.g., ground temperature, direct normal irradiance, etc.). The term “B” for each house was determined using the relevant data extracted from BEopt (building energy optimization) software (National Renewable Energy Laboratory, Golden, CO, USA), while the term “C” was a fitting parameter to make the results of the model close enough to the results of BEopt. “Q” represents the cooling energy within each house. The effect of ground temperature, direct normal irradiance, relative humidity, etc., was found to be negligible, but was still taken into account through the term “C.” More details about this simplification can be found in the study done by Sheha and Powell [27].
The main feature of the smart houses used in this study is cost optimization. The model developed by Sheha et al. was used to perform the cost optimization within each house [28]. Cost optimization is formulated as a linear programming problem with multiple decision variables. Those decision variables are the hourly temperature set points of the air conditioner over 24 h, the hourly energy input to the battery over 24 h, the hourly energy output from the battery over 24 h, and the hourly state of charge of the battery for the same period. Note that the prediction horizon is 24 h, not one hour, but only the results for the first hour get implemented and then the optimization problem gets solved again for the next 24 h, and so on. This is because of the variability in the weather forecast that gets updated continuously and to avoid any system/model mismatch. For example, the house model might not be able to reach the targeted set point obtained from the optimization problem within the specified hour, which changes the initial condition for the next hour. The objective function of the problem is described in Equation (2).

$$\min \sum_{i=1}^{24} R_i \times \left( Q_i + P_C - P_{DC} \right)$$ (2)

where $R$ is the electricity price in $/kWh, $Q$ is the cooling electricity consumption in kWh, $P_C$ is the charging energy of the battery, and $P_{DC}$ is the discharging energy of the battery.

The optimization is subject to two equality constraints every hour, which are the discretized form of Equation (1) and the discretized form of the following battery function:

$$\frac{d(SOC)}{dt} = \frac{\eta_C P_C - P_{DC}}{\eta_{DC}}$$ (3)

where $\frac{d(SOC)}{dt}$ is the rate of change of the state of charge of the battery with time in kWh per unit time. $\eta_C$ and $\eta_{DC}$ are the charging and discharging efficiencies of the battery, respectively. Note that, there is no such case where the battery can both charge and discharge at the same time. Thus no constraints are needed to ensure this.

Also, each decision variable is subject to a lower and upper bound. Table 1 summarizes all the optimization formulation equations together. The operating range for the temperature setpoint expands during the unoccupied period of each house. Standard home battery capacities were used as per the Tesla Powerwall, which has two different designs; 6.4 kWh and 13.5 kWh maximum capacities [29]. Note that, for this study, it was assumed that the battery SOC could reach a value of zero. This is just a theoretical assumption used in this study, but a real battery shall have a minimum SOC, which is not zero.

<table>
<thead>
<tr>
<th>Equation Type</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective Function</td>
<td>$\min \sum_{i=1}^{24} R_i \times \left( Q_i + P_C - P_{DC} \right)$</td>
</tr>
<tr>
<td>Temperature Equality Constraint</td>
<td>$T_{i+1} (A - B \Delta t) = AT_i + \Delta t(C - BT_{\text{house}} - Q)$</td>
</tr>
<tr>
<td>Battery Equality Constraint</td>
<td>$SOC_{i+1} = SOC_i + \eta_C P_{C,i+1} \Delta t - \frac{P_{DC,i+1}}{\eta_{DC}} \Delta t$</td>
</tr>
<tr>
<td>Temperature Inequality Constraint</td>
<td>$T_{\text{min}} &lt; T_i &lt; T_{\text{max}}$</td>
</tr>
<tr>
<td>Cooling Energy Inequality Constraint</td>
<td>$0 &lt; Q_i &lt; Q_{\text{max}}$</td>
</tr>
<tr>
<td>Battery SOC Inequality Constraint</td>
<td>$0 &lt; SOC_i &lt; SOC_{\text{max}}$</td>
</tr>
<tr>
<td>Battery Charging Inequality Constraint</td>
<td>$0 &lt; P_C &lt; P_{C\text{max}}$</td>
</tr>
<tr>
<td>Battery Discharging Inequality Constraint</td>
<td>$0 &lt; P_{DC} &lt; P_{DC\text{max}}$</td>
</tr>
</tbody>
</table>

The electricity pricing structure used is real-time pricing with prices ranging from $-0.1$ $/kWh to 0.23 $/kWh, with the average daily energy price being 0.11 $/kWh, which is the average energy price in Utah [30]. A negative energy price is a possible scenario that might happen when the grid becomes a net producing grid (i.e., the energy demand is less than the energy supply). At this time, an incentive
to let people use the grid energy is to impose a negative energy price (i.e., pay money to the consumers who would use energy from the grid at this time to balance supply and demand). Eleven different real-time pricing profiles within the same range of prices were used, where one of them is used for training the machine learning methods, and the other ten profiles are used for validating the resulting models. Figure 3 illustrates the 11 real-time pricing profiles used throughout four days in August. Notice that for each profile, the price is varied every four hours to allow enough time for the model to catch the effect of the changes happening within the system. The top left price profile in (highlighted in red color) is the one used for the training and validation phases, while the other ten profiles are used for the testing phase. The system was solved dynamically in a real-time optimization form (D-RTO) using Matlab/Simulink.

![Figure 3](image-url)

**Figure 3.** A sample of four days of the real-time pricing profiles used for training, validation, and testing.

In this paper, only the cooling systems are studied, nothing related to home heating systems is studied because the houses are assumed to be gas heated. The cooling system of each house is formulated as a feedback PI controller, where the controller takes the indoor temperature and the setpoint temperature of each house and then adjusts the required cooling energy based on how far the indoor temperature is from the temperature set point. This description is illustrated in Figure 4.
3.2. Solar Power Plant

A solar plant model with 100,000 solar panels and a standard panel size of 39" × 78" is used in this study. The following equation determines the power produced per panel:

\[ P = S \times A \times \eta_{\text{panel}} \]  \hspace{1cm} (4)

where \( P \) is the produced power, \( S \) is the absorbed solar radiation, \( A \) is the panel area, and \( \eta_{\text{panel}} \) is panel efficiency. A panel efficiency of 22% is used in this study. The effect of panel temperature on its efficiency is neglected and is outside the scope of this study.

The absorbed solar radiation is obtained from [31]:

\[ S = (\tau \alpha) h M \left[ G_B R_B K_B, B + G_D K_D, D \left( \frac{1 + \cos \beta}{2} \right) + G_P C K_C, C \left( \frac{1 - \cos \beta}{2} \right) \right] \]  \hspace{1cm} (5)

The definitions of the different terms in Equation (5) and their calculations are listed in Appendix A.

3.3. Natural Gas Thermal Power Plant

The energy produced from the thermal power plant is employed as a manipulated variable to control the frequency of the grid at 60 Hz. The rate of change of the frequency of the grid is calculated from the following differential equation:

\[ \frac{df}{dt} = \frac{P_{\text{thermal}} + P_{\text{solar}} - P_{\text{demand}}}{\tau} \]  \hspace{1cm} (6)

where \( \frac{df}{dt} \) is the rate of change of the grid frequency per unit time, \( P_{\text{thermal}} \) is the power produced from the thermal power plant, \( P_{\text{solar}} \) is the power produced from the solar power plant, and \( P_{\text{demand}} \) is the power demand from the city of 60,000 houses, and \( \tau \) is a constant representing the inertia of the grid itself.

A PI controller to regulate the frequency of the grid was used with a set point of 60 Hz and with the power produced from the thermal power plant being the manipulated variable. The PI controller takes in the frequency reading at every time step and adjusts the required power from the thermal power plant accordingly based on how far the frequency is from the set point of 60 Hz. The control has to be tight and keep the frequency at almost 60 Hz at all times to avoid any complications within the grid, such as power shortage or overloading. Figure 5a illustrates the frequency profile over ten days during May, and Figure 5b illustrates the supply and demand profiles for the same period. Notice the tight control over the frequency in Figure 5a.
Figure 7 presents the same net demand 5 from Figure 6 vs. a case that has the same level of solar penetration and proactive energy management systems within the houses by utilizing variable/real-time price signals. It can be observed that using real-time pricing increases the energy demand when the energy price is lower (batteries charging and lower indoor temperature set points) and decreases the energy demand when the energy price is higher (batteries discharging and higher temperature setpoints). Note that, in the period from 12 AM till 6 AM, the ambient temperature is low (no air conditioning is needed), the residents are not using a lot of electricity (mainly they are using the fridge and maybe some lighting), the electricity prices are high (no incentive to charge the battery), and the battery is empty at its initial condition so there is no energy to be discharged from the battery. Thus, there is no incentive for load shifting during this period. The real-time pricing profile presented in Figure 7 was found using the manual trial and error over the system. Different hypothetical real-time
pricing profiles have been tried until one of them managed to flatten the net energy demand curve significantly. These results demonstrate that, by manipulating prices only, consumers with storage and proactive automation could significantly alter the net demand profile. The optimized energy demand reduces the ramping requirements of the power plant, decreases the maximum required capacity, and has no overgeneration. This suggested criterion is novel and has never been studied before in the literature. While Figure 7 demonstrates the impact that prices can have on net demand, there remains a much larger problem of developing predictive models to determine, quantitatively, the impact that the prices will have on the net demand, which is the focus of this work. Future work will seek to optimize these pricing profiles, systematically instead of manually, to minimize the extreme ramping by the thermal power plant and to accommodate as much solar power as possible, while maintaining stable grid frequencies.

A numeric relation between electricity prices and the energy demand needs to be developed to solve this optimization problem. In other words, energy demand prediction models need to be developed using energy prices as inputs. These prediction models would use energy price and environmental conditions as inputs and give the energy demand of the city as an output. These models would then be incorporated into the optimization problem with the energy prices being the decision variables. Different values for the energy prices would affect the local optimization at each house that would utilize the variable prices to optimize air conditioning systems (passive thermal energy storage).

Figure 6. Net energy demand at different levels of solar penetration.

Figure 7. Net demand with no price signals vs. optimized net demand with price signals.
and battery energy consumption (electrical energy storage), thus affecting the total energy demand of the city by leveraging energy storage (novelty of this work).

This paper focuses on developing energy demand prediction models and comparing them based on their performance vs. actual model data. A future study will focus on the grid-level optimization problem utilizing the developed models in this current study. The big picture is to explore the impact that variable electricity prices in the residential sector, combined with energy storage and proactive energy management systems, can have on the grid.

Because the grid is complex and the economic relationships between supply and demand cannot be easily modeled with engineering principles, data-driven models are required. Furthermore, because the problem to be solved is fundamentally one of energy storage, these models must be dynamic, with time interdependencies caused by the battery storage and the passive thermal storage in the homes. For these reasons, machine learning models incorporating dynamics are used.

5. Machine Learning Techniques

For this study, three different techniques were used with two different prediction mechanisms: a one-step mechanism and a two-step mechanism. Figure 8 illustrates the three machine learning techniques, while Figure 9 illustrates the two prediction mechanisms. As presented in Figure 8, the three methods are linear autoregressive with exogenous inputs regression model (L-ARX Model), non-linear autoregressive with exogenous inputs regression model (N-ARX Model), and non-linear autoregressive with exogenous inputs neural network model (N-ARXnet Model). L-ARX and N-ARX regression techniques were used because they represent the simplest forms of machine learning for linear systems and nonlinear systems, respectively. If the system can be well represented with one of these simple forms, then there will not be any need for using a more complex technique that would make the problem computationally expensive. The N-ARX neural network technique was used because it showed good potential in solving different complex systems in the literature in the same field [33–35]. Autoregressive models were used because of the temporal nature of demand. Actually, a standard feedforward neural network was tested first but gave poor results and thus was neglected and substituted by an autoregressive neural network with exogenous inputs. As discussed earlier in the introduction, many different machine learning techniques can be used, but for this study, only the three aforementioned techniques were used. Using a wider range of techniques is a good idea and could be the focus of future studies, but this study is trying more to convey the idea of using variable price signals to leverage storage and flexible loads than to compare a lot of machine learning techniques.

For each method, two mechanisms are applied, as illustrated in Figure 9. For the one-step mechanism, only one model is formulated with two inputs: ambient temperature and price signals. The model, as well, considers old demand values as inputs. For the two-step mechanism, two models are used: one to predict the total battery SOC for the city, then the second model is used to predict the demand by taking the predicted values for the SOC as inputs in addition to the ambient temperature and the price signals.

Figure 8. Machine learning methods used in the study.
In developing the models, the pricing profile shown in red color in Figure 3, along with the corresponding energy demand was used for the training and validation phases, while the rest of the pricing profiles of Figure 3 were used for the testing phase. The dataset used for training and validation was divided into two datasets; one for training (80% of the data points) and one for validation (20% of the data points). The number of old demand values (number of lags) used as inputs was tuned in the validation phase until a value of three hours of previous energy demand data (12 data points because of the 15 min time interval) was chosen as an optimal value. More hours of lag did not result in any significant improvement in the results and would only increase the computational time, while fewer hours did not give good enough results. The developed models are described as follows.

5.1. Linear ARX Regression Models

Linear regression is a method of identifying the relationship between correlated inputs and outputs of a certain system by only including linear terms in the relation between them. ARX model (autoregressive with exogenous inputs) means that the model uses previous output values as inputs to the system with additional new inputs as well. The L-ARX regression models used in this study were developed using new codes written by the authors in Matlab. A “base case” L-ARX regression model that does not include the electricity prices in the inputs was considered and has the following form:

\[ y_t = a + \sum_{i=1}^{108} b_i T_{amb} + \sum_{i=1}^{8} c_i y_{t-i}. \]  
(7)

By including electricity prices in the inputs, the following one-step model was developed for predicting the energy demand using L-ARX regression:

\[ y_t = a + \sum_{i=1}^{108} b_i T_{amb} + \sum_{i=1}^{108} c_i R_{t} + \sum_{i=1}^{8} d_i y_{t-i} \]  
(8)

where \( y_t \) is the energy demand of the city at time “\( t \)” in MWh and \( a, b_i, c_i, \) and \( d_i \) are the model coefficients. Note that the time step is 15 min, which means that in every hour there are four points or
four-time steps. The 108 points in the second and third term are the time steps for 27 h (24 h in the future and three hours in the past) and calculated like this: $27 \times 4 = 108$. For the 4th term, two hours of past demand values are used (eight-time steps in the past).

Equations (9) and (10) represent the two-step L-ARX regression model as follows:

$$SOC_t = a + \sum_{i=1}^{108} b_i T_{amb_i} + \sum_{i=1}^{108} c_i R_i + \sum_{i=1}^{8} d_i SOC_{t-i}$$

$$y_t = a + \sum_{i=1}^{108} b_i T_{amb_i} + \sum_{i=1}^{108} c_i R_i + \sum_{i=1}^{8} d_i y_{t-i} + eSOC_t$$

where $SOC_t$ is the total state of charge of the city at time “$t$” in MWh. Notice that the values of the model coefficients are different for each equation.

### 5.2. Nonlinear ARX Regression Models

Nonlinear regression is a method used to identify the relation between correlated inputs and outputs of a system by including all different combinations between the terms either linear or nonlinear. In this study, multiple possible N-ARX expressions have been tested starting from basic quadratic functions up to the complicated expressions shown in Equations (11)–(13). These expressions were chosen because they gave the best regression results among all the tested models. The N-ARX regression models used in this study were developed using new codes written by the authors in Matlab.

The following expression represents the one-step model that was developed for predicting the energy demand using N-ARX regression:

$$y_t = a + \sum_{i=1}^{108} b_i T_{amb_i} + \sum_{i=1}^{108} c_i R_i + \sum_{i=1}^{8} d_i R_i^2 + cy_{t-1}$$

$$+ \sum_{i=1}^{108} y_{t-1}(f_i R_i + g_i R_i^3 + h_i R_i^4 + j_i R_i^5) + ky_{t-2} + \sum_{i=1}^{108} y_{t-2}l_i R_i + my_{t-3}$$

$$+ \sum_{i=1}^{108} y_{t-3}(n_i R_i + q_i R_i^3) + sy_{t-4} + \sum_{i=1}^{108} y_{t-4}(u_i R_i + v_i R_i^3) + \sum_{i=3}^{108} w_i y_{t-i}$$

Equations (12) and (13) represent the two-step N-ARX regression model as follows:

$$SOC_t = a + \sum_{i=1}^{108} b_i T_{amb_i} + \sum_{i=1}^{108} c_i R_i + \sum_{i=1}^{108} d_i R_i^2 + eSOC_{t-1} + \sum_{i=1}^{108} f_i SOC_{t-1-i} R_i + gSOC_{t-2}$$

$$+ hSOC_{t-3} + \sum_{i=4}^{108} SOC_{t-3}(j_i R_i^2 + k_i R_i^3 + l_i R_i^4) + \sum_{i=4}^{108} m_i SOC_{t-1-i}$$

$$y_t = a + \sum_{i=1}^{108} b_i T_{amb_i} + \sum_{i=1}^{108} c_i R_i + \sum_{i=1}^{108} d_i R_i^2 + \sum_{i=1}^{8} e_i R_i T_{amb_i} + \sum_{i=1}^{108} f_i R_i y_{t-1} + \sum_{i=1}^{4} g_i y_{t-i} + hSOC_t$$

The number of terms in the two-step N-ARX regression model is less than the number of terms in the one-step model. This is because, during the tuning of the two-step model, it was observed that using more terms results in overfitting that reduces the accuracy of the results. Again, note that all the model coefficients in Equations (7)–(13) are all different.

Notice that, if the cost terms were removed from the one-step methods presented in Equations (8) and (11), they would have the same form, which is exactly the “base case model” presented in Equation (7). The only difference would be the model coefficients.
5.3. Nonlinear ARX Neural Network Model (N-ARXnet)

N-ARXnet is an artificial neural network where the outputs are fed back and used as inputs that form a cycle, with new inputs always added at every time step (i.e., N-ARXnet has two different time series, one for the feedback inputs and one for the new inputs). In this study, a three-layer perceptron is used. The three layers are input, hidden, and output layers. The N-ARX neural network models used in this study were developed using “narxnet” function available within Matlab. A “base case” N-ARXnet is considered in this study, which does not have electricity prices as inputs. Figure 10 illustrates the structure of the N-ARXnet used as a base case, while Figure 11 illustrates the structure of the N-ARXnet used for the one-step prediction mechanism. For the one-step mechanism, the new inputs at every time step are the 24-h ahead ambient temperature values and 24-h ahead energy prices. Two different time series are used with a three-hour difference. This means that the demand values for the previous three hours are fed back as inputs for each time step and three hours of previous values of the new inputs (ambient temperature and energy prices) are used as well. \( W_{ij} \) is the weight for each input and \( Y \) is the output. The network was tuned with different numbers of nodes until an optimal value of eight nodes was chosen because a bigger number of nodes did not show any significant improvement in the results and would result in overfitting problems. Remember that the time step is 15 min, which means that 12 past values of the energy demand are fed back to the inputs. The same criteria used for the one-step mechanism were also used for the two-step mechanism with the SOC included in between as shown in Figure 12. First, a network was tuned to predict the SOC. Then the results from this SOC network were used as input in the tuning of the second network to predict the energy demand.

![Diagram of N-ARXnet structure](image-url)

**Figure 10.** A diagram for base case N-ARXnet structure for predicting energy demand.
The results for the training, validation, and testing of all three machine learning techniques are presented and discussed in Section 6 (Results and Discussion).
Figure 12. A diagram for the structure of the N-ARXnet two-step prediction model.

6. Results and Discussion

To illustrate the complexity of the input dynamic Simulink model, Figure 13 presents a 10-day profile of the ambient temperature, the temperature setpoint of one of the houses, and the total state of charge (SOC) of all houses. Note that, these are not the only variables of the system; the data for each house includes, as well, lighting, energy consumption from kitchen appliances (e.g., refrigerator, stove, microwave, etc.) and plug loads (e.g., computers, printers, fans, etc.). Although lighting, kitchen appliances, and plug loads have minor effects compared to HVAC and batteries, they are still taken into consideration. In addition to these data, there is also the variable pricing profiles, which has been illustrated in Figure 3. From Figure 13, it can be noticed that there is no specific trend for any of
the plots, except that the ambient temperature, of course, goes to lower values at night and higher values during daylight. However, the ambient temperature might stay at relatively lower values for a whole day (as in the period from 100 to 120 h on the plot). Putting all of these together, while considering 60,000 houses, gives a sense of the extremely complex system under study. Building a model with machine learning to represent this complex system with limited input information (just ambient temperature and price signals) was not an easy task.

![Figure 13. Some of the variables of the input dynamic model.](image)

The three methods used were trained and validated for the summer period (May through September) using ambient temperature obtained from TMY3 weather data for Salt Lake City, Utah and random energy price profiles as inputs for the system and the energy demand resulting from the Matlab/Simulink smart grid model as the system output. As mentioned earlier, the houses are assumed to be gas heated. In this study, the winter months which involve most or all the space heating were not accounted for in the developed models. Different models would need to be built to account for the space heating by natural gas, not electricity and this is out of the scope of this study. The coefficient of determination, root mean squared error, and normalized root mean squared error were used to compare and evaluate the performance of each resulted model.

**Training, Validation, and Testing**

The results of the training and validation of each model are illustrated in the parity plots shown in Figure 14. The main observation that can be drawn from the parity plots is that there are some residuals when the value of the demand is close to zero, and this is visible especially in the parity plots of the L-ARX regression models (Figure 14a–c). Generally, this makes sense because it is harder to correlate the data when their values are closer to zero. Also, in Figure 14a,f (base case models), it can be noticed that the points are more dispersed than all the other parity plots. Notice that, for example in Figure 14a (base case L-ARX model parity plot), the range of the error is very big to the level that some points have actual demand values above 600 MWh while the corresponding model values are negative. This means that electricity prices have significant effect on the parity plots.
Figure 14. Parity plots of actual vs. predicted energy demand for the training dataset. (a) “Base case: no pricing used as inputs” L-ARX regression model; (b) one-step L-ARX regression model; (c) two-step L-ARX regression model; (d) one-step N-ARX regression model; (e) two-step N-ARX regression model; (f) “base case: No pricing used as inputs” N-ARXnet model; (g) one-step N-ARXnet model; (h) two-step N-ARXnet model.
Another important observation is that the data are more dispersed in Figure 14b–e than in Figure 14g,h. This means that the N-ARXnet models have a better performance than the L-ARX and N-ARX regression models. However, only observing the parity plots is not enough for quantifying the performance of each model. Therefore, the coefficient of determination, root mean squared error, and normalized root mean squared error were used to quantify and compare the performance of all the developed models. Table 2 presents the results of these metrics for each model with the training and validation dataset vs. the results with testing datasets.

Table 2. Coefficient of determination ($R^2$), root mean squared error (RMSE), and normalized root mean squared error (NRMSE) with the training and validation dataset vs. mean values with the ten testing datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mechanism</th>
<th>Equation or Structure</th>
<th>$R^2$ Training and Validation</th>
<th>Mean $R^2$ Testing</th>
<th>RMSE Training and Validation</th>
<th>Mean RMSE Testing</th>
<th>NRMSE Training and Validation</th>
<th>Mean NRMSE Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-ARX Regression</td>
<td>Base Case: No pricing used in inputs</td>
<td>Equation (7)</td>
<td>0.6996</td>
<td>0.0707</td>
<td>81.79</td>
<td>142.85</td>
<td>0.0951</td>
<td>0.1650</td>
</tr>
<tr>
<td></td>
<td>One-Step</td>
<td>Equation (8)</td>
<td>0.7994</td>
<td>0.5362</td>
<td>66.84</td>
<td>100.89</td>
<td>0.0777</td>
<td>0.1165</td>
</tr>
<tr>
<td></td>
<td>Two-Step</td>
<td>Equations (9) and (10)</td>
<td>0.8038</td>
<td>0.5318</td>
<td>66.11</td>
<td>101.37</td>
<td>0.0769</td>
<td>0.1171</td>
</tr>
<tr>
<td>N-ARX Regression</td>
<td>One-Step</td>
<td>Equation (11)</td>
<td>0.8747</td>
<td>0.5748</td>
<td>52.83</td>
<td>96.56</td>
<td>0.0614</td>
<td>0.1116</td>
</tr>
<tr>
<td></td>
<td>Two-Step</td>
<td>Equations (12) and (13)</td>
<td>0.8655</td>
<td>0.5756</td>
<td>54.72</td>
<td>96.51</td>
<td>0.0636</td>
<td>0.1115</td>
</tr>
<tr>
<td>N-ARX Neural Network</td>
<td>Base Case: No pricing used in inputs</td>
<td>Figure 10</td>
<td>0.7680</td>
<td>0.3143</td>
<td>71.00</td>
<td>169.87</td>
<td>0.0816</td>
<td>0.1562</td>
</tr>
<tr>
<td></td>
<td>One-Step</td>
<td>Figure 11</td>
<td>0.9255</td>
<td>0.6343</td>
<td>40.73</td>
<td>89.59</td>
<td>0.0474</td>
<td>0.1035</td>
</tr>
<tr>
<td></td>
<td>Two-Step</td>
<td>Figure 12</td>
<td>0.9295</td>
<td>0.6836</td>
<td>39.62</td>
<td>83.30</td>
<td>0.0461</td>
<td>0.0962</td>
</tr>
</tbody>
</table>

Different energy price profiles (Figure 3) from 10 different datasets were used to test the developed models. Variations in the ambient temperature were considered minor and were not taken into consideration. However, separate studies should be performed to evaluate the effect of the uncertainty resulting from TMY3 weather data. Figure 15 presents the energy demand calculated using the training and validation dataset vs. the energy demand calculated using one of the testing datasets for all models. The most obvious observations are in Figure 15a,f (base case models that do not account for electricity prices) which show that the models completely failed in matching the actual data. This proves that electricity prices are crucial parameters and have to be considered in the models.

From Figure 15b,c, it can be noted that the L-ARX regression models have poor performance when different input dataset is used. Notice that the model failed to predict the maximum demand values at around 8 AM and 4 PM. The N-ARX regression models have a better performance than the L-ARX regression ones, and the N-ARXnet models have slightly better performance than the N-ARX regression models.

On the other hand, it can be noted from Figure 15 that the energy demand profile reaches negative values several times. This means that the grid is a net producing grid at these times. As mentioned earlier a PI controller for controlling the frequency of the grid has been tuned to avoid any complications in such cases. Figure 16 illustrates the frequency profile that corresponds to the energy demand profiles of Figure 15. Notice that the frequency has a slight increase at the times where the energy demand goes below zero, but still remains within safe operating conditions all the time.
Figure 15. Models validation against actual demand. (a) “Base case: no pricing used in inputs” L-ARX regression model; (b) One-step L-ARX regression model; (c) Two-step L-ARX regression model; (d) One-step N-ARX regression model; (e) Two-step N-ARX regression model; (f) “Base case: No pricing used in inputs” N-ARXnet model; (g) One-step N-ARXnet model; (h) Two-step N-ARXnet model.
To evaluate the models numerically, Table 2 shows the values of the coefficient of determination ($R^2$), root mean squared error (RMSE), and normalized root mean squared error (NRMSE) for each model with the training and validation dataset and the testing datasets. The values shown for testing are the average values obtained from the ten testing datasets. Equations (14)–(16) were used to calculate $R^2$, RMSE, and NRMSE, respectively.

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_{actual,i} - y_{model,i})^2}{\sum_{i=1}^{n} (y_{actual,i} - \bar{y})^2} \tag{14}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_{actual,i} - y_{model,i})^2}{n}} \tag{15}
\]

\[
\text{NRMSE} = \frac{\text{RMSE}}{y_{actual,max} - y_{actual,min}} \tag{16}
\]

where $y_{actual}$ is the actual demand, $y_{model}$ is the model demand, $\bar{y}$ is the mean of the actual demand, $y_{actual,max}$ is the maximum value of the actual demand, and $y_{actual,min}$ is the minimum value of the actual demand.

From Table 2, it can be observed that the base case models completely failed, especially with the testing data. Notice that the base case N-ARXnet model has a negative testing $R^2$ which illustrates how bad is this model. Also, L-ARX and N-ARX regression models have low performance. Interestingly, the two-step mechanisms for L-ARX and N-ARX regression have lower performance than the one-step mechanisms. On the contrary, the two-step mechanism N-ARXnet model has the best values for all metrics (highest $R^2$ and lowest RMSE and NRMSE) as shown in bold in the table. This means that the two-step NARXnet model is the most trustworthy of all the models. However, the two-step models, in general, do not have a significant difference from the one-step models in terms of all the metrics. This is an important result as it means that the extra step of using the SOC in the calculations is not necessary to a certain extent, especially because using the SOC would require monitoring the battery usage of each house to collect training data. Therefore, considering the one-step models only, the N-ARXnet model is preferred as it has better performance (higher $R^2$, lower RMSE, and NRMSE) than the other one-step models.

These results mean that with minimal information about the energy consumption within each house (only the battery SOC for the two-step mechanism) or with almost no information about it (the one-step mechanism), reliable data for the energy demand of the city can be predicted.
7. Conclusions and Future Work

The growing penetration of VREs is driving much technology development and deployment. Consumers at the residential level are incentivized to generate their power via rooftop PV. However, flat or simplified pricing structures give them no financial incentive to invest in storage or to pay any attention to when they use energy. While many regulatory would exist, this work has demonstrated that the introduction of variable pricing, combined with storage and proactive energy management systems would incentivize homeowners to invest in storage. This would allow them to respond to grid signals showing future pricing profiles and allow them to use these resources, in an automated way, to help alleviate some of the supply and demand mismatch issues that currently exist.

In this study, different machine learning models were developed for predicting the energy demand using only weather forecasts and electrical energy price profiles. The techniques used are L-ARX regression, N-ARX regression, and N-ARX neural network. The results showed that models with the two-step mechanism, which includes an intermediate step of predicting the total state of charge of the batteries, do not give significantly different results from the one-step model that predicts the energy demand in one-step. This justifies that the one-step models shall be preferred to avoid collecting SOC data for each house. Also, the base case models proved that using the electricity prices in the models is very important for catching all the changes that happen as the price varies.

A novel way for solving the complications that come with renewable penetration, as described in Section 4, is to set up an optimization problem incorporating the developed models in the structure of the problem (the objective function and the constraints), where the decision variables of the system would be the electricity prices. Building models that predict the energy demand with the electricity prices being the only decision variables are considered the main contribution of this study. In other words, the electricity prices can now be used to leverage electrical energy storage (ESS) and smart HVAC to regulate the operation of the grid and avoid most of its complications (e.g., complications resulting from the duck curve).

In future work, more rigorous ways for solving the problems related to smart grid operations, as discussed in Section 4, will be developed using stochastic optimization techniques instead of just using manual iterations. The results of these studies shall motivate policymakers in different countries to change the current electricity rate structures and to encourage homeowners to invest in smart home automation, including HVAC optimization and ESS.
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Nomenclature

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Total thermal mass</td>
</tr>
<tr>
<td>B</td>
<td>Overall heat transfer coefficient and surface area</td>
</tr>
<tr>
<td>C</td>
<td>Constant term for neglected effects</td>
</tr>
<tr>
<td>f</td>
<td>Frequency</td>
</tr>
<tr>
<td>P</td>
<td>Power</td>
</tr>
<tr>
<td>Q</td>
<td>Cooling energy</td>
</tr>
<tr>
<td>R</td>
<td>Electricity price</td>
</tr>
<tr>
<td>S</td>
<td>Absorbed solar radiation</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
</tbody>
</table>
\[ S = (\tau \alpha)_n M \left[ G_B R_{B,b} K_{\theta,b} + G_D K_{\theta,D} \left( \frac{1 + \cos \beta}{2} \right) + G_{\rho G} K_{\theta,G} \left( \frac{1 - \cos \beta}{2} \right) \right] \] (A1)

where \((\tau \alpha)_n\) is the absorbed radiation at normal incidence and is calculated from the following equation [36]:

\[ (\tau \alpha)_n = e^{-K T_G} \left[ 1 - \left( \frac{n-1}{n+1} \right)^2 \right] \] (A2)

where "K" is the extinction coefficient, "\(T_G\)" is the glazing thickness, and "n" is the refractive index and has typical values of 4 m\(^{-1}\), 2 mm, and 1.526 for PV systems, respectively.

"M" is the air mass modifier and is calculated from the following correlation [36]:

\[ M = a_0 + a_1 m + a_2 m^2 + a_3 m^3 + a_4 m^4 \] (A3)
The constant $\alpha_i$ has different values depending on the material of the solar panel. In this study, it is assumed that the panels are monocrystalline PV panels. “$m$” is called the air mass and is defined as the ratio of the mass of air that the beam radiation has to traverse at any given time and location to the mass of air that the beam radiation would traverse if the sun were directly overhead [36]. “$m$” can be calculated from the following relation [37]:

$$m = \frac{1}{\cos \Phi + 0.505(96.08 - \Phi)^{-1.634}}$$  \hspace{1cm} (A4)

where $\Phi$ is the solar zenith angle and is defined as the angle between the sun rays and the vertical to the earth’s center. $\Phi$ can be calculated from the following relation:

$$\Phi = \cos^{-1}(\sin L \times \sin \delta + \cos L \cos \delta \cos h)$$  \hspace{1cm} (A5)

where “$L$” is the local latitude. For this study, the latitude for Salt Lake City, Utah is used. “$\delta$” is the solar declination and is defined as the angular distance of the sun’s rays north or south of the equator. “$h$” is the hour angle. “$\delta$” can be calculated approximately by the following equation [38]:

$$\delta = 23.45 \times \sin \left[ \frac{360}{365} (284 + N) \right]$$  \hspace{1cm} (A6)

where “$N$” is the day of the year.

“$h$” can be calculated from the following equation:

$$h = (AST - 12) \times 15$$  \hspace{1cm} (A7)

“$AST$” is the apparent solar time, which means that the hour angle is zero at local solar noon.

“$G_B$” is the beam radiation or the direct normal irradiance which is obtained, for this study, from the TMY3 weather file for Salt Lake City, Utah.

“$G_D$” is the diffuse radiation which is obtained from the TMY3 weather file for Salt Lake City, Utah as well.

“$G$” is the total irradiance which is the summation of $G_B$ and $G_D$.

“$\rho_G$” is the ground albedo which is the ratio of the radiation reflected from the surface to that incident on the surface. A typical value for PV panels is 0.2.

“$R_B$” is the beam radiation tilt factor and is calculated from the following equation:

$$R_B = \cos \theta$$  \hspace{1cm} (A8)

where “$\theta$” is the incidence angle, which is defined as the angle between the sun’s rays and the normal to the surface of consideration which in this case is the solar panel. The incidence angle is calculated from the following equation [31]:

$$\cos \theta = \sin L \sin \delta \cos \beta - \cos L \sin \delta \sin \beta \cos Z_s + \cos L \cos \delta \cos h \cos \beta + \sin L \cos \delta \cos h \sin \beta \cos Z_s + \cos \delta \sin h \sin \beta \sin Z_s$$  \hspace{1cm} (A9)

where “$\beta$” is the surface tilt angle from the horizontal which is user-defined. For this study, the used value of “$\beta$” is 13 degrees. “$Z_s$” is the surface azimuth angle which is the angle between the normal to the surface from true south which is user-defined. For this study, the used value of “$Z_s$” is 26 degrees.

$K_{0,B}$, $K_{0,D}$, and $K_{0,G}$ are the incidence angle modifiers for the beam, diffuse, and ground-reflected radiations, respectively, and are defined as the ratio of the radiation absorbed by the cell at incidence angle $\theta$ divided by the radiation absorbed by the cell at normal incidence.
The incidence angle modifiers are calculated from the following equations [36]:

\[
K_{\theta,B} = \frac{\tau_a}{\tau_a} \quad (A10)
\]

\[
K_{\theta,D} = \frac{\tau_a}{\tau_a} \quad (A11)
\]

\[
K_{\theta,G} = \frac{\tau_a}{\tau_a} \quad (A12)
\]

where \((\tau_a)_B\), \((\tau_a)_D\), and \((\tau_a)_G\) are the radiation absorbed by the cell through the beam, diffuse, and ground-reflected radiation, respectively. \((\tau_a)_B\), \((\tau_a)_D\), and \((\tau_a)_G\) can be calculated by the following equation [36]:

\[
(\tau_a)_\theta = e^{-\frac{\alpha_{CNP}}{\cos\theta}} \left[ 1 - \frac{1}{2} \left( \frac{\sin^2(\theta_r - \theta)}{\sin^2(\theta_r + \theta)} + \frac{\tan^2(\theta_r - \theta)}{\tan^2(\theta_r + \theta)} \right) \right] \quad (A13)
\]

where \(\theta_r\) is the refraction angle and is calculated from the following relation:

\[
\theta_r = \sin^{-1}\left( \frac{\sin \theta}{n} \right) \quad (A14)
\]

For the diffuse radiation and the ground reflected radiation, an effective incidence angle is calculated for each from the following two correlations [39]:

\[
\theta_{e,D} = 59.68 - 0.1388\beta + 0.001497\beta^2 \quad (A15)
\]

\[
\theta_{e,G} = 90 - 0.5788\beta + 0.002693\beta^2 \quad (A16)
\]

where “\(\theta_{e,D}\)” is the effective incidence angle for diffuse radiation and “\(\theta_{e,G}\)” is the effective incidence angle from ground-reflected radiation.
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