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Abstract: A reinforcement learning algorithm is proposed to improve the accuracy of short-term
load forecasting (STLF) in this article. The proposed model integrates radial basis function neural
network (RBFNN), support vector regression (SVR), and adaptive annealing learning algorithm
(AALA). In the proposed methodology, firstly, the initial structure of RBFNN is determined by using
an SVR. Then, an AALA with time-varying learning rates is used to optimize the initial parameters
of SVR-RBFNN (AALA-SVR-RBFNN). In order to overcome the stagnation for searching optimal
RBFNN, a particle swarm optimization (PSO) is applied to simultaneously find promising learning
rates in AALA. Finally, the short-term load demands are predicted by using the optimal RBFNN.
The performance of the proposed methodology is verified on the actual load dataset from the Taiwan
Power Company (TPC). Simulation results reveal that the proposed AALA-SVR-RBFNN can achieve
a better load forecasting precision compared to various RBFNNs.

Keywords: short-term load forecasting; radial basis function neural network; support vector
regression; particle swarm optimization; adaptive annealing learning algorithm

1. Introduction

Load forecasting is a crucial issue in power planning, operation, and control [1–4]. A short-term
load forecasting (STLF) can be used for power maintenance scheduling, security assessment, and
economic dispatch. Thus, in order to strengthen the performance of the power system, improving the
load forecasting accuracy is very important [5]. An accurate forecast can reduce costs and maintain
security of a power system.

In recent years, various mathematical and statistical methods have been applied to improve
the accuracy of STLF. These models are roughly classified as traditional approaches and artificial
intelligence (AI) based methods. Traditional approaches include exponential smoothing [6], linear
regression methods [7], Box-Jenkins ARMA approaches [8], and Kalman filters [9]. In general,
the traditional methods cannot correctly indicate the complex nonlinear behavior of load series.
Gouthamkumar et al. [10] proposed a non-dominated sorting disruption-based gravitational search
algorithm to solve fixed-head and variable-head short-term economical hydrothermal scheduling
problems. With the development in AI techniques, fuzzy logic [11], PSO [12], SVM [13], and singular
spectrum analysis and nonlinear multi-layer perceptron network [14] have been successfully used for
STLF. AI methods have an excellent approximation ability on nonlinear functions. Therefore, it can
deal with nonlinear and complex functions in the system. However, a single method cannot predict
STLF efficiently.
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Hybrid methods are developed to utilize the unique advantages of each approach. Adaptive
ANNs for short-term load forecasting are proposed in [15], in which a PSO algorithm is employed
to adjust the network’s weights in the training phase of the ANNs. A modified version of the ANN
already proposed for the aggregated load of the interconnected system is employed to improve
the forecasting accuracy of the ANN [16]. A strategy using support vector regression machines for
short-term load forecasting is proposed in [17]. A STLF algorithm based on wavelet transform, extreme
learning machine (ELM) and modified artificial bee colony (MABC) algorithm is presented in [18].

As RBFNN has a single hidden layer and fast convergence speed, RBFNN has been successfully
used for STLF [19,20]. When using RBFNN, one must determine the hidden layer nodes, the initial
kernel parameters, and the initial network weights. A systematic approach must be established to
determine the initial parameters of RBFNN. Typically, these parameters are obtained according to the
designer experience, or just a random choice. However, such improper initialization usually results in
slow convergence speed and poor performance of the RBFNN. An SVR method with Gaussian kernel
function is adopted to determine the initial structure of the RBFNN for STLF [21].

In the training procedure, learning rates serve as an important role in the procedure of training
RBFNN. The learning rate would depend on the characteristic state of inputs and outputs, in which
the learning rate would be increased or decreased to match training data. Through trial and error,
the learning rate is chosen to be a time-invariant constant [22,23]. However, there also exist several
unstable or slow convergence problems. Many studies have been dedicated to improving the stability
and convergence speed of the learning rates [24]. However, the deterministic methods for exploring
appropriate learning rates are often tedious.

Recently, efficient learning algorithms for RBFNN have been developed. Besides, researchers have
proposed sequential learning algorithms for resource allocation networks to enhance the convergence
of the training error and computational efficiency [25]. A reinforcement learning method based on
adaptive simulated annealing has been adopted to improve a decision making test problem [26].
In the literature, the learning algorithms for reduction of the training data sequence with significant
information generates less computation time for a minimal network and achieves better performance.
Motivated by the these learning methodologies, an adaptive learning algorithm is applied to the
annealing learning procedure to promote the performance of RBFNNs. Adaptive annealing learning
algorithm-based robust wavelet neural networks have been used to approximate function with
outliers [27]. In [28], the author proposed time-varying learning algorithm based neural networks to
identify nonlinear systems. Ko [29] proposed an adaptive annealing learning algorithm (AALA) to
push forward the performance of RBFNN.

In this research, AALA is adopted to train the initial structure of RBFNN using an SVR method.
In AALA, PSO approach is applied to simultaneously determine a set of suitable learning rates to
improve the training RBFNN performance of STLF.

This paper is organized as follows. Section 2 introduces the architecture of RBFNN. In Section 3,
the proposed algorithm, AALA-SVR-RBFNN with an adaptive annealing learning algorithm is
introduced. In Section 4, simulation results for three different cases are presented and discussed.
Section 5 provides conclusions for the proposed AALA-SVR-RBFNN.

2. Architecture of RBFNN

Generally, an RBFNN has a feed forward architecture with three layers: input layer, hidden layer,
and output layer. The basic structure of an RBFNN is shown in Figure 1. The output of the RBFNN
can be expressed as follows

ŷj(t + 1) =
L

∑
i=1

Giωij =
L

∑
i=1

ωijexp

(
−
‖ x− xc

i ‖
2

2wi
2

)
for j = 1, 2, · · · , p (1)
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where x(t) = [x1(t) · · · xm(t)]
T is the input vector, ŷ(t) =

[
ŷ1(t) · · · ŷp(t)

]T is the output vector of
RBFNN, ωij is the vector of the synaptic weights in the output layer, Gi is the vector of the Gaussian
function, denote the RBFNN activation function of the hidden layer, xc

i and wi are the vector of the
centers and widths in Gi, respectively, and L is the number of neurons in the hidden layer.
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Figure 1. The structure of RBFNN.

In the training procedure, the initial values of parameters in (1) must be selected first. Then a
training method is used to adjust these values iteratively to obtain their optimal combination. However,
there is no way to systematically select the initial value of parameters. In the following section, an SVR
is applied to perform this work.

3. AALA-SVR-RBFNN for STLF

3.1. SVR-Based Initial Parameters Estimation of RBFNN

An SVR-based algorithm is able to approximate an unknown function from a set of data,
(x(k), y(k)), k = 1, 2, · · · , N.

In SVR, the Gaussian function is adopted as the kernel function [30]. Therefore, the approximating
function can be rewritten as

f (x, λ) =
NSV

∑
l=1

αlexp

(
−‖ x− xl ‖2

2σl
2

)
+ b (2)

where NSV is the number of support vectors (SVs) and xl are SVs. Comparing (2) with (1), NSV , l, αl ,
σl , and xl in (2) can be considered to be the L, i, ωij, wi, and xc

i in (1), respectively. From the above
derivation, the parameters of RBFNN in (1) can be obtained through the above ε− SVR method.

3.2. AALA-Based SVR-RBFNN

When computing the initial parameters of the SVR-RBFNN, one must establish a learning
algorithm to get the optimal parameters of SVR-RBFNN. Based on time-varying learning rates, an
AALA is used to train the SVR-RBFNN for conquering the drawbacks of low convergence and local
minimum faced by the back-propagation learning method [31]. A cost function for the AALA is
defined as

Γj(h) =
1
N

N

∑
k=1

ρ
[
e(k)j (h); ξ(h)

]
for j = 1, 2, · · · , p (3)

where

e(k)j (h) = y(k)j − f̂ j(x(k)) = y(k)j −
L

∑
i=1

ωijexp

−‖ x(k) − xc
i ‖

2

2wi
2

 (4)
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h denotes the epoch number, e(k)j (h) denotes the error between the jth desired output and the
jth output of RBFNN at epoch h for the kth input-output training data, ξ (h) denotes a deterministic
annealing schedule acting like the cut-off point, and ρ(·) denotes a logistic loss function given by

ρ
[
e(k)j ; ξ

]
=

ξ

2
ln

1 +

(
ek

j

)2

ξ

 for j = 1, 2, · · · , p (5)

The root mean square error (RMSE) is adopted to assess the performance of training RBFNN,
given by

RMSE =

√√√√ 1
N

N

∑
k=1

(
e(k)j

)2
for j = 1, 2, · · · , p (6)

According to the gradient-descent learning algorithms, the synaptic weights of ωij, the centers of
xc

i , and the widths of wi in Gaussian function are adjusted as

∆ωij = −γω
∂Γj

∂ωij
= −γω

N

N

∑
k=1

φj

(
e(k)j ; ξ

) ∂e(k)j

∂ωij
(7)

∆xc
i = −γc

∂Γj

∂xc
i
= −γc

N

p

∑
j=1

N

∑
k=1

φj

(
e(k)j ; ξ

) ∂e(k)j

∂xc
i

(8)

∆wi = −γw
∂Γj

∂wi
= −γw

N

p

∑
j=1

N

∑
k=1

φj

(
e(k)j ; ξ

) ∂e(k)j

∂wi
(9)

φj

(
e(k)j ; ξ

)
=

∂ρ
(

e(k)j ; ξ
)

∂e(k)j

=
e(k)j

1 +
(

e(k)j

)2
/ξ(h)

(10)

where γω , γc, and γw are the learning rates for the synaptic weights ωij, the centers xc
i , and the widths

wi, respectively; and φ(·) is usually called the influence function. In ARLA, the annealing schedule
ξ (h) has the capability of progressive convergence [32,33].

In the annealing schedule, complex modifications to the sampling method have been proposed,
which can use a higher learning rate to reduce the simulation cost [34–37]. Based on this concept, the
non-uniform sampling rates of AALA are used to train BRFNN in this work. According to the relative
deviation of the late epochs, the annealing schedule ξ (h) can be adjusted. The annealing schedule is
updated as

ξ(h) = Ψ∆ · h
hmax − 1

for epoch h (11)

∆ = −2log
(

S
RMSE

)
(12)

S =

√
1
m

m

∑
i=1

(
RMSEi − RMSE

)2 (13)

where Ψ is a constant, S is the standard deviations, and RMSE is the average of RMSE (6) for m
late epochs.

When the learning rates keep constant, choosing an appropriate learning rates γω, γc, and γw is
tedious; furthermore, several problems of getting stuck in a near-optimal solution or slow convergence
still exist. Therefore, an AALA is used to overcome the stagnation in the search for a global optimal
solution. At the beginning of the learning procedure, a large learning rate is chosen in the search space.
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Once the algorithm converges progressively to the optimum, the evolution procedure is gradually
tuned by a smaller learning rate in later epochs. Then, a nonlinear time-varying evolution concept is
used in each iteration, in which the learning rates γω, γc, and γw have a high value γmax, nonlinearly
decreases to γmin at the maximal number of epochs, respectively. The mathematical formula can be
expressed as

γω = γmin + (epoch (h))pω ∆γ (14)

γc = γmin + (epoch (h))pc ∆γ (15)

γw = γmin + (epoch (h))pw ∆γ (16)

∆γ = (γmax − γmin) (17)

epoch(h) =
(

1− h
epochmax

)
(18)

where epochmax is the maximal number of epochs and h is the present number of epochs. During the
updated process, the performance of RBFNN can be improved using suitable functions for the learning
rates of γω, γc, and γw. Furthermore, simultaneously determining the optimal combination of pω,
pc, and pw in (14) to (16) is a time-consuming task. A PSO algorithm with linearly time-varying
acceleration coefficients will be used to obtain the optimal combination of (pω, pc, pw). A PSO
algorithm with linearly time-varying acceleration coefficients for searching the optimal combination of
(pω, pc, pw) is introduced in the following section.

3.3. Particle Swarm Optimization

PSO is a population-based stochastic searching technique developed by Kennedy and
Eberhart [38]. The searching process behind the algorithm was inspired by the social behavior of
animals, such as bird flocking or fish schooling. It is similar to the continuous genetic algorithms,
in which it begins with a random population matrix and searches for the optimum by updating
generations. However, the PSO has no evolution operations such as crossover and mutation.
The potential of this technique makes it a powerful optimization tool which has been successfully
applied to many fields. Nowadays, PSO has been developed to be a real competitor with other
well-established techniques for population-based evolutionary computation [39,40].

In this paper, the PSO method is adopted to find an optimal combination (pω, pc, pw) of learning
rates in (14) to (16). When applying the PSO method, possible solutions must be encoded into particle
positions and a fitness function must be chosen. In the optimizing procedure, the goal is to minimize
the error between desired outputs and trained outputs, and then root mean square error (RMSE) will
be defined as the fitness function.

In the PSO, a particle position is represented as

P = [p1, p2, p3] = [pω, pc, pw] (19)

At each iteration (generation), the particles update their velocities and positions based on the
local best and global best solutions as follows [40]:

V(k + 1) = λ(k + 1) ·V(k) + c1(k + 1) · r1 · (Plbest(k)− P(k)) + c2(k + 1) · r2 · (Pgbest(k)− P(k)) (20)

P(k + 1) = P(k) + V(k + 1) (21)

where V(k) and V(k + 1) denote the particle velocities at iterations k and (k + 1), respectively, P(k) and
P(k + 1) denote the particle positions at iteration k and (k + 1), respectively, λ(k + 1) denotes the inertia
weight at iteration (k + 1), r1 and r2 are random numbers between 0 and 1, c1(k + 1) is the cognitive
parameter, c2(k + 1) is the social parameter at iteration (k + 1), Plbest(k) is the local best solution at
iteration k, and Pgbest is the global best solution of the group.
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Considering the computational efficiency, a linearly adaptable inertia weight [38] and linearly
time-varying acceleration coefficients [40] over the evolutionary procedure of PSO method are adopted
in this paper. The inertia weight λ starts with a high value λmax and linearly decreases to λmin at the
maximal number of iterations. The cognitive parameter c1 starts with a high value c1max and linearly
decreases to c1min. Whereas the social parameter c2 starts with a low value c2minand linearly increases
to c2max. Therefore, the inertia weight λ(k + 1) and the acceleration coefficients c1(k + 1) and c2(k + 1)
can be expressed as follows:

λ(k + 1) = λmax −
λmax − λmin

itermax
· iter (22)

c1(k + 1) = c1max −
c1max − c1min

itermax
· iter (23)

c2(k + 1) = c2max −
c2max − c2min

itermax
· iter (24)

where itermax is the maximal number of iterations (generations) and iter is the current number
of iterations.

3.4. Procedure of Hybrid Learning Algorithm

The proposed AALA-SVR-RBFNN using PSO can be summarized as follows:

Algorithm 1. AALA-SVR-RBFNN

Step 1: Given a set of input-output data, (x(k), y(k)), k = 1, 2, · · · , N for STLF.
Step 2: Formulate and solve an SVR problem as described in Section 3.1 to determine the initial

structure of the RBFNN in (1) based on the given data obtained in Step 1..
Step 3: Adopt PSO method to generate different optimal sets of (pω, pc, pw).
Step 4: K = 0
Step 5: K = K + 1
Step 6: Produce initial populations of position and velocity particles randomly within the

feasible range.
Step 7: Perform the AALA.

Step 7-1: Calculate the corresponding errors by (4) for all training data.
Step 7-2: Determine the values of the AALA schedule ξ(h) in (11) for each epoch.
Step 7-3: Update the synaptic weights ωij, the centers xc

i , and the widths wi of Gaussian
functions iteratively according to (7) through (10) and (14) through (16).

Step 7-4: Repeat the procedure from Step 7-1 to Step 7-3 until the current number h of
epochs reaches epochmax.

Step 8: Evaluate fitness value for each population using the fitness function (6).
Step 9: Select the local best for each particle by ranking the fitness values. If the best value of all

current local best solutions is better than the previous global best solution, then update
the value of the global best solution.

Step 10: Update the velocity and position of each particle by using linearly the updated inertia
weight, the local best particle, and the global best particle.

Step 11: Repeat the procedure in Step 7 through Step 10 until the current number of iterations
reaches the maximal iteration number in PSO.

Step 12: If K < m (m is the number of times for performing PSO method) then go to Step 6.
Otherwise, determine the average optimal value of (pω, pc, pw) in (14) to (16).

Step 13: Use the learning rates with the average optimal value of (pω, pc, pw) in (14) to (16) to
train the proposed RBFNN.
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In the Algorithm 1, the solution obtained in Step 13 is considered the average optimal value of
(pω, pc, pw) decided by PSO through M times independently; meanwhile the optimal structure of the
proposed AALA-SVR-RBFNN is determined.

The flowchart of AALA-SVR-RBFNN using PSO is illustrated in Figure 2. The solution of the
average optimal value of (pω, pc, pw) is determined using PSO through m times independently.
Then, the optimal structure of the proposed AALA-SVR-RBFNN is obtained.
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4. Case Studies

The 24-h-ahead forecasting performance of the proposed AALA-SVR-RBFNN is verified on a
real-word load dataset from Taiwan Power Company (TPC) in 2007. Three different patterns of load
data, such as the working days (Monday through Friday), the weekends (Saturday), and holidays
(Sunday and national holiday), are utilized to evaluate the effectiveness of the proposed algorithm.
Table 1 lists the periods of the training and testing load data on TPC. The forecasting performance
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is also compared to those of DEKF-RBFNN [19], GRD-RBFNN [19], SVR-DEKF-RBFNN [19],
and ARLA-SVR-RBFNN. All our simulations are carried out in Matlab 2013a using a personal computer
with Intel i3-6100 and 4G RAM, Windows 7 as operating system.

The initial parameters in the simulations must be specified first. For the PSO parameters, the
population size is set to be 40 and the maximal iteration number is set to be 200. Meanwhile, the
number of generating different optimal sets of (pω, pc, pw) is set to 10 (m = 10). The values of
(pω, pc, pw) in learning rate functions (14) to (16) are all set to real numbers in the interval [0.1, 5].
Furthermore, the value of γmax is chosen to be 2.0 and the value of γmin is chosen to be 0.05.

Table 1. The periods of the training and testing load data on TPC in 2007.

Case Data Type Training Data Testing Data

1 Weekdays 2 February–15 March 16 March
2 Weekends 12 May–27 October 3 November
3 Holidays 1 July–9 December 16 December

In order to evaluate the forecasting performance of the models, two forecast error measures,
such as mean absolute percentage error (MAPE), and standard deviation of absolute percentage error
(SDAPE), which are utilized for model evaluation, and their definitions are shown as follows:

MAPE =
1
N

N

∑
k=1

∣∣∣A(k) − F(k)
∣∣∣

A(k)
× 100 (25)

SDAPE =

√√√√ 1
N

N

∑
k=1

(∣∣A(k) − F(k)
∣∣

A(k)
× 100−MAPE

)2

(26)

where N is the number of forecast periods, A(k) is the actual value, and F(k) is the forecast value.
Moreover, the RMSE in (6) is employed to verify the performance of training RBFNN.

Case 1: Load prediction of weekdays
The training hourly actual load data are shown in Table 1 and Figure 3. After 1000 training epochs,

the initial parameters of RBFNN are determined by using SVR. The value of L in (1) is found to be
5 for parameters C = 1 and ε = 0.05 in SVR. Meanwhile, the average optimal learning rate set of
(pω, pc, pw) is determined by PSO, which is found to be (2.1711, 1.4654, 3.6347).

Table 2 lists the comparison results of RMSE in (6) between ARLA and AALA. In Table 2, it can
be observed that AALA is superior to ARLA. After training, the proposed approach is evaluated on
24-h-ahead load forecasting on 16 March 2007. From Figure 4, it can be observed that the predicted
values of the proposed AALA-SVR-RBFNN are close to the actual values.

The comparisons of MAPE and SDAPE using the five prediction models are shown in Table 3.
From the comparisons, the value of MAPE of the proposed method is the smallest among the prediction
approaches and has improvements of 48.10%, 51.19%, 31.67%, and 4.65% over DEKF-RBFNN [19],
GRD-RBFNN [19], SVR-DEKF-RBFNN [19], and ARLA-SVR-RBFNN, respectively. Moreover, the
SDAPE value of the proposed AALA-SVR-RBFNN is 0.34%, less than those obtained by the
four methods.
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Table 2. Results of RMSE in (6) of the ARLA (0.002 ≤ γ ≤ 2) and AALA after 1000 training epochs for three cases.

Case ε AALA
ARLA (γ)

2 1.5 1 0.5 0.1 0.05 0.02 0.01 0.005 0.002

1 0.05 0.0072774 0.010025 0.009653 0.009227 0.008514 0.008452 0.008386 0.008379 0.008426 0.008554 0.008808
2 0.06 0.0109520 0.015183 0.014111 0.012962 0.011622 0.011525 0.011596 0.011681 0.011708 0.011861 0.012267
3 0.05 0.0097116 0.012594 0.011968 0.01132 0.011636 0.010698 0.010365 0.010186 0.010104 0.010127 0.01018
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Figure 4. The forecasting results of the proposed AALA-SVR-RBFNN in Case 1.

Table 3. MAPE (%) and SDAPE (%) results for prediction methods in Case 1.

Method MAPE SDAPE

DEKF-RBFNN [19] 0.79 0.6
GRD-RBFNN [19] 0.84 0.6

SVR-DEKF-RBFNN [19] 0.6 0.37
ARLA-SVR-RBFNN 0.43 0.34
AALA-SVR-RBFNN 0.41 0.34

Case 2: Load prediction of weekends
The training hourly load data are shown in Table 1 and Figure 5. After 1000 training epochs, the

initial parameters of RBFNN are obtained by using SVR. The value of L in (1) is found to be 7 for
parameters C = 1 and ε = 0.06 in SVR. Meantime, the average optimal learning rate set of (pω, pc, pw)

is determined by PSO, which is found to be (2.6007, 0.7976, 4.0978).
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Figure 5. The training hourly actual load data in Case 2.

Table 2 shows the RSME in (6) ARLA and AALA. As seen from Table 2, the AALA can obtain an
encouraging result than ARLA. After training, the proposed approach is evaluated on 24-h-ahead load
forecasting. Figure 6 shows that the predicted values of the proposed method are very close to the
actual values.

The comparison results of MAPE and SDAPE using the five prediction models are shown in Table 4.
From the comparisons, the proposed AALA-SVR-RBFNN has the minimum value of MAPE. It proves
the MAPE of AALA-SVR-RBFNN over DEKF-RBFNN [19], GRD-RBFNN [19], SVR-DEKF-RBFNN [19],
and ARLA-SVR-RBFNN by 58.76%, 62.63%, 44.33%, and 24.53%. Moreover, the value of SDAPE of the
proposed algorithm is smaller than those of other four methods.
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Figure 6. The forecasting results of the proposed AALA-SVR-RBFNN) in Case 2.

Table 4. MAPE (%) and SDAPE (%) results for prediction methods in Case 2.

Method MAPE SDAPE

DEKF-RBFNN [19] 0.97 0.6
GRD-RBFNN [19] 1.07 0.54

SVR-DEKF-RBFNN [19] 0.72 0.44
ARLA-SVR-RBFNN 0.53 0.5
AALA-SVR-RBFNN 0.4 0.4
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Case 3: Load prediction of Holidays
The training hourly load data are shown in Table 1 and Figure 7. After 1000 training epochs, the

initial parameters of RBFNN are determined by using SVR. The value of L in (1) is found to be 11
for C = 1 and ε = 0.05 in SVR. Meanwhile, the average optimal learning rate set of (pω, pc, pw) is
determined by PSO, which is found to be (1.9640, 0.8327, 4.9085).

Table 2 illustrates the comparison results of RSME in (6) between ARLA and AALA. As seen
from Table 2, the AALA can produce results superior to ARLA. After training, the proposed approach
is tested on 24-h-ahead load forecasting. Figure 8 shows that the predicted values of the proposed
AALA-SVR-RBFNN are quite close to the actual values.
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Figure 8. The forecasting results of the proposed AALA-SVR-RBFNN in Case 3.

The comparisons of MAPE and SDAPE using the five prediction models are shown in Table 5.
Comparing DEKF-RBFNN [19], GRD-RBFNN [19], SVR-DEKF-RBFNN [19], and ARLA-SVR-RBFNN
with the proposed AALA-SVR-RBFNN, the error of MAPE is reduced by 44.94%, 68.79%, 12.50%,
and 20.97%, respectively. Moreover, the SDAPE value of the proposed algorithm is 0.38%, smaller
than those obtained by using the four approaches. These results verify the superiority of the proposed
AALA-SVR-RBFNN over other prediction methods.
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Table 5. MAPE (%) and SDAPE (%) results for prediction methods in Case 3.

Method MAPE SDAPE

DEKF-RBFNN [19] 0.89 0.52
GRD-RBFNN [19] 1.57 1.04

SVR-DEKF-RBFNN [19] 0.56 0.52
ARLA-SVR-RBFNN 0.62 0.51
AALA-SVR-RBFNN 0.49 0.38

5. Conclusions

In this paper, a reinforcement neural network of AALA-SVR-RBFNN is developed for
predicting STLF accurately. An SVR method is first used to find the initial parameters of RBFNN.
After initializations, the parameters of RBFNN are adjusted by using AALA to obtain an optimal
combination. When performing the AALA, the optimal nonlinear learning rates are simultaneously
determined by using PSO. Meantime, the stagnation of training RBFNN can be overcome during the
adaptive annealing learning procedure. Once the optimal RBFNN is established, the 24-h-ahead load
forecasting is performed. Three different patterns of load are considered. Simulation results indicate
that the proposed AALA-SVR-RBFNN can yield excellent forecasting results over DEKF-RBFNN,
GRD-RBFNN, SVR-DEKF-RBFNN, and ARLA-SVR-RBFNN.
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