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Abstract: System identification of offshore floating platforms is usually performed by testing
small-scale models in wave tanks, where controlled conditions, such as still water for free decay
tests, regular and irregular wave loading can be represented. However, this approach may result
in constraints on model dimensions, testing time, and costs of the experimental activity. For such
reasons, intermediate-scale field modelling of offshore floating structures may become an interesting
as well as cost-effective alternative in a near future. Clearly, since the open sea is not a controlled
environment, traditional system identification may become challenging and less precise. In this
paper, a new approach based on Frequency Domain Decomposition (FDD) method for Operational
Modal Analysis is proposed and validated against numerical simulations in ANSYS AQWA v.16.0 on
a simple spar-type structure. The results obtained match well with numerical predictions, showing
that this new approach, opportunely coupled with more traditional wave tanks techniques, proves to
be very promising to perform field-site identification of the model structures.

Keywords: Frequency Domain Decomposition; output-only system identification; damping of
offshore structures

1. Introduction

Floating wind turbine concepts have been actively investigated in the last decades. Theoretical
and experimental studies have recently demonstrated technical feasibility and economic benefits of
floating concepts in waters deeper than 50–60 m, where standard fixed supports are not feasible or
too expensive [1–6]. Among floating concepts under study, the spar, consisting of a slender hollow
cylinder, placed in vertical position and ballast-stabilized, seems to be particularly appropriate for
deep waters (above 100 m). Spar prototypes are involved in projects such as UMaine-Hywind [4],
Hywind [7], and OC3-Hywind [8,9]. Insight into the wind-wave response of a spar floating wind
turbine has been provided by numerical studies—see e.g., Karimirad and Moan [10].

Experimental tests play a crucial role in the development and assessment of floating wind turbines.
For inherent difficulties in full scale testing, tests on scale models are generally conducted, either
in seawater or, more frequently, in wave basins or tanks [11–14]. In particular, field experiments in
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seawater allow the use of intermediate to large scale models, better representing the key features of
the full scale structure, although the non-controlled environment may prove the interpretation of the
results to be more challenging. With regard to spar concepts only, comparisons between experimental
and numerical results have been carried out by Sethuraman and Venugopal [11] on a scale wind
turbine mounted on a stepped spar using OrcaFlex, Skaare et al. [12] on a 1:47 scale model of the
Hywind spar using SIMO/RIFLEX, and Myhr et al. [13] on a scale model of OC3-Hywind spar using
3Dfloat and ANSYS. A 1:128 scale model of OC3-Hywind with three catenary mooring lines has been
realized and tested by Shin [14], under periodic waves and irregular waves. The authors are currently
investigating a 1:30 scale model of the OC3-Hywind spar in seawater, installed at the NOEL laboratory
of Reggio Calabria, Italy [15].

Since floating supports for offshore wind turbines can often be treated as rigid bodies, the most
common approach in the investigation of their dynamic behavior is based on six degrees of freedom
models, processed in time or frequency domain to figure out the main dynamic characteristics on the
structure with respect to the standard motions of surge, sway, heave, roll, pitch, and yaw. However,
often, motions in different degrees of freedom are coupled and it makes sense to adopt modal analysis
to achieve a deeper understanding of the system rigid body dynamics. In this context, experimental
system identification may be attempted also in non-controlled environments using Operational Modal
Analysis (OMA) methods, which make use of structural response data only, under the assumption
that the input can be taken as white noise, or random excitation with broadband frequency content
over the range of structural natural frequencies. This is frequently the case in engineering structures
like buildings, towers, bridges, and offshore structures, loaded by ambient forces like wind, waves, or
traffic. Examples of OMA methods are Stochastic Subspace Identification (SSI) method, Peak-Picking
(PP) method, Frequency Domain Decomposition (FDD) method, Ibrahim Time-Domain (ITD) method,
Eigensystem Realization Algorithm (ERA), Random Decrement Technique (RDT) [16–18].

These techniques have been applied to offshore structures in a few studies. Park et al. [19] have
identified natural frequencies and corresponding mode shapes of a scale steel box structure floating in
a water tank, using the FDD method in conjunction with the PP method. They assessed the correlation
between experimental and analytical modal parameters built by a finite element model. Liu et al. [20]
applied the SSI method to a real four-leg jacket-type offshore platform located in China. Kim et al. [21]
identified the mode shapes of a segmented hull model towed in a model basin using RDT and Proper
Orthogonal Decomposition (POD). Mysolzyk et al. [22] applied the FDD method to identify a scale
tripod model in a wave basin.

All the above-mentioned studies refer to the structural vibration analysis (elasticity), while
operational modal analysis has never been used to identify the coupled rigid body motion of a floating
structure. Within the research activities currently carried out by the authors on a 1:30 scale model
of the OC3-Hywind prototype at the NOEL laboratory [15], this paper aims to assess the feasibility
of a FDD approach to identify an ANSYS-AQWA [23] numerical implementation of a spar structure,
under irregular waves generated by JONSWAP spectrum. Natural frequencies, mode shapes, and
modal damping ratios are obtained for different parameters of JONSWAP spectrum. Numerical results
show that a FDD approach does provide sufficiently accurate results when the peak of the JONSWAP
spectrum is relatively far from the natural frequencies of the spar, because in this case the input
excitation is pretty flat in the range of interest. On the contrary, accuracy deteriorates as the natural
frequencies fall at the vicinity of the peak, due to the relevant steepness of the spectral function in
this range.

The paper is organized as follows: the basic principles of FDD method are illustrated in Section 2,
the numerical model of the spar is described in Section 3, and the results of the FDD identification are
discussed in Section 4.
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2. Frequency Domain Decomposition (FDD) Method

A complete analytical treatment of the FDD method is out of the scope of this work. In this section,
the main hypotheses are highlighted and a brief overview is given. A more detaileddescription of the
method can be found in Brincker et al. [17,18].

2.1. Hypotheses of the Method

Frequency Domain Decomposition (FDD) is a non-Bayesian method for Operational Modal
Analysis of structures. Acting in the frequency domain, it gives the mode shapes and the associated
natural frequencies and damping coefficients as output, given a sufficient number of measurement
channels as input. The most important requirements of the method are the following:

• The equations of motion of the structure are linear.
• The structure is lightly damped, e.g., modal damping coefficients do not exceed 10%–15%.
• The external load on the structure, though unknown, can be regarded as a white noise over the

frequency range of interest.

In view of an application of the method for the dynamic identification of rigid body motions of
offshore structures, the first hypothesis can be considered fulfilled whenever potential theory holds or
non-linear terms, such as viscous drag damping on slender cylinders, can be reasonably linearized
(see e.g., Chakrabarti [24], Spanos [25]). Provided that the equation of motion has been expressed in an
appropriate linear form, the second assumption may be considered as valid in several applications
of interest. Whenever damping is high, due to sea state severity or structural characteristics,
FDD method should not be adopted. Regarding the third hypothesis, ocean wave spectra are typically
narrow-banded, hence the applicability of the FDD technique for system identification of offshore
structures in real seas is questioned. The aim of the present work is to investigate the applicability and
the efficiency of the FDD method on offshore structures, under common operational conditions driven
by JONSWAP spectra [26], in view of possible future applications of the method to field experiments.

2.2. Brief Overview of the Method

Generally, the dynamics of a structure can be described by an infinite number of degrees of
freedom; however, in engineering practice, structure motions are usually represented by a finite
number of variables, usually translations or rotations, kept as low as possible to make analysis simpler.
In the case of offshore structures, one can often treat the structure as a single rigid body resulting in
only six degrees of freedom corresponding to the rigid translations and rotations of the structure.

If the equation of motion of the structure is linear, its response in terms of motion y(t) can always
be seen as a linear combination of the modal contributions:

y (t) = Φq (t) (1)

where Φ is the mode shape matrix and q(t) the set of modal coordinates. Straightforwardly, the
covariance matrix Cyy(τ) of the response y is related to the covariance matrix Cqq(τ) of the modal
coordinates q as shown in Equation (2). By taking Fourier Transform of both sides of Equation (2),
we obtain the relation between the two power spectral matrices Syy(ω) and Sqq(ω), shown in
Equation (3).

Cyy (τ) = ΦCqq (τ)ΦT (2)

Syy (ω) = ΦSqq (ω)ΦT (3)

Under the assumption of uncorrelated modes [16], it must be noted that, for any fixed frequency,
Equation (3) is formally equivalent to a Singular Value Decomposition (SVD) of the spectral density
matrix Syy, being Sqq a diagonal matrix. In detail, each column of the mode shape matrix Φ represents
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a singular vector and each corresponding term in the main diagonal of Sqq is the corresponding
singular value. The order of the singular vectors at each frequency ω depends on that of singular
values, which are conventionally sorted in descending order.

The practical application of the FDD method descends directly from the few considerations above.
In fact, given a certain number of measurement channels on the structure, equal to or larger than the
number of modes used to represent the structure motions, one can easily calculate the power spectral
matrix Syy(ω). Then, for each frequencyω, the matrix Φ(ω) and the diagonal matrix Sqq(ω) can be
obtained through SVD.

For instance, considering an ideal 2-Degrees Of Freedom (DOF) system, a typical plot of the two
singular values in the frequency domain will be like that of Figure 1.
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At the natural frequency ωn,i of the i-th mode, the spectral density matrix Syy(ωn,i) will be
dominated by that mode. As a consequence, due to Equation (3) and to the fact that singular values of
SVD are sorted in descending order, the first term of the diagonal matrix Sqq(ωn,i) will represent the
modal spectral density ordinate of the mode at its natural frequency, and the first column of the matrix
Φ(ωn,i) will represent the mode shape vector. The two peaks of the first singular value plot in Figure 1
occur each at the natural frequency of a mode and represent the corresponding modal spectral density
ordinates at that frequency.

In order to estimate over the whole frequency domain the two modal spectral density functions,
which will be used for the estimation of the modal damping, mode shape can be used to define a
discrimination function, referred to as modal coherence. Practically speaking, the modal coherence of
the mode j with respect to the mode k is a function of frequency defined as:

djk (ω) =
∣∣ϕj (ω) ·ϕk (ωn,k)

∣∣, (4)

The modal coherence functions of the two singular vectors of the ideal case represented in Figure 1,
with respect to the two mode shapes of the system, are shown in Figure 2.

The modal coherence function allows us to define a similarity criterion between the mode shape
vector and the singular vectors estimated at all the frequencies. In fact, the value of the modal coherence
tends to unity as the singular vector estimation tends to the mode shape. As a consequence, we can
arbitrarily define a threshold sufficiently close to unity and assume that the singular vector calculated
at each frequency actually corresponds to a mode shape if the corresponding modal coherence exceeds
this threshold:

ϕj (ω) ≈ ϕk ⇔ djk (ω) > t2 , (5)



Energies 2016, 9, 870 5 of 15

Straightforwardly, we can build the modal power spectral density function for each estimated
mode, as:

Sj (ω) = Sqk,qk (ω)⇔ djk (ω) > t2 , (6)

Energies 2016, 9, 870  5 of 15 

 

     , 2ω ω ωj qk qk jkS S d t   ,  (6)

 

Figure 2. Modal coherence functions for a sample 2‐DOF system. 

It should be noted that Equation (6) is referred to the whole frequency domain, hence the modal 

power spectral density function can be estimated for a wide frequency range, including frequencies 

far from the modal natural frequency. However, there may be some small regions in the frequency 

domain where  the modal  coherence  of  all  the modes  is  less  than  the  threshold  t2  (see  e.g.,  the 

frequencies around 2.5 rad/s in Figure 2). These regions correspond to the frequency values where 

the  singular  vectors  switch  from  a  structural mode  to  another. According  to  Equation  (6),  it  is 

theoretically not possible  to estimate modal spectral density  in  these regions. However, provided 

that the choice of the threshold t2 is appropriate, these regions are very narrow and sufficiently far 

from  the modal  natural  frequency,  resulting  in  relatively  small  spectral  density  ordinates. As  a 

consequence, the damping estimation is not significantly affected by the presence of these regions 

and  so  the modal  spectral  density  can  be  accepted  as  it  is  or,  equivalently,  corrected—e.g.,  by   

linear interpolation. 

Many  engineering  applications  fall  in  a  case  similar  to  that  of  Figure  1—i.e.,  each  mode 

dominates  structure  dynamics  at  its  natural  frequency. Alternatively,  there may  be  cases—e.g., 

dealing with certain offshore  structures—in which some additional  issues are  to be  tackled  since 

there are modes which do not dominate the structure dynamics at their natural frequency. A very 

common  case  in  offshore  engineering  is  given  by  structures  whose  different  modes  have 

approximately the same natural frequency, due to the symmetrical nature of the structures. In this 

case, depending on the excitation forces and on the system damping, near the natural frequency of 

these modes, one of them will be dominating over the others. As a consequence, the first entry of the 

matrix Sqq at the natural frequency of these modes will represent the modal spectral ordinate of the 

dominating mode and  the  first column of  the matrix Φ will  represent  its mode  shape, while  the 

information related to the non‐dominating mode will be shifted to the subsequent positions in the 

matrices.  This  case  is  schematically  represented  in  Figure  3,  always  dealing  with  an  ideal   

2‐DOF system. 
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It should be noted that Equation (6) is referred to the whole frequency domain, hence the modal
power spectral density function can be estimated for a wide frequency range, including frequencies far
from the modal natural frequency. However, there may be some small regions in the frequency domain
where the modal coherence of all the modes is less than the threshold t2 (see e.g., the frequencies
around 2.5 rad/s in Figure 2). These regions correspond to the frequency values where the singular
vectors switch from a structural mode to another. According to Equation (6), it is theoretically not
possible to estimate modal spectral density in these regions. However, provided that the choice of the
threshold t2 is appropriate, these regions are very narrow and sufficiently far from the modal natural
frequency, resulting in relatively small spectral density ordinates. As a consequence, the damping
estimation is not significantly affected by the presence of these regions and so the modal spectral
density can be accepted as it is or, equivalently, corrected—e.g., by linear interpolation.

Many engineering applications fall in a case similar to that of Figure 1—i.e., each mode dominates
structure dynamics at its natural frequency. Alternatively, there may be cases—e.g., dealing with
certain offshore structures—in which some additional issues are to be tackled since there are modes
which do not dominate the structure dynamics at their natural frequency. A very common case in
offshore engineering is given by structures whose different modes have approximately the same
natural frequency, due to the symmetrical nature of the structures. In this case, depending on the
excitation forces and on the system damping, near the natural frequency of these modes, one of
them will be dominating over the others. As a consequence, the first entry of the matrix Sqq at the
natural frequency of these modes will represent the modal spectral ordinate of the dominating mode
and the first column of the matrix Φ will represent its mode shape, while the information related to
the non-dominating mode will be shifted to the subsequent positions in the matrices. This case is
schematically represented in Figure 3, always dealing with an ideal 2-DOF system.
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A similar situation may occur also when a mode is dominating the structure dynamics over a
wide frequency range, to the extent that it overwhelms other modes at their natural frequencies, even
if they are relatively far from the natural frequency of the dominating mode. From a physical point of
view, this situation may occur when one mode contribution to the overall structure response is very
low, either because of the characteristics of the structure or of the external load. However, this may
also happen for numerical reasons when the variables in Syy have different measurement units. That is
the case, for example, of structures whose degrees of freedom are translational and rotational, as it is
typical in offshore practice where the structures are regarded as rigid bodies. In such cases the choice
of measurement units—e.g., degrees or radians—dramatically affects the numerical importance of one
mode among the others, so that one class of motions may numerically overwhelm the other, occupying
the first entries of the matrices. Theoretically speaking, the final result of the method is not affected
by that choice since only the positions of the different contributions in the SVD matrices vary, while
identified mode shapes, natural frequencies, and modal spectral density functions should remain the
same. However, in practice, attention should be paid to avoid overwhelmed modes, since results are
less accurate in the last entries of the matrix.

To summarize the above discussion, FDD method is based on the correct interpretation of the
coupled information coming from the singular value plot and the modal coherence function for each
singular vector. It is important to remark that, in the most general case, the “horizontal reading” of the
first singular value in the singular value plot may not be sufficient to identify all the peaks related to
each mode and that a “vertical reading” may be also needed, not only to identify the possibly missing
peaks in the first singular value—as it happens e.g., in Figure 2—but also to reconstruct the modal
spectral density function of each mode in the entire frequency domain, including frequencies far from
its natural one.

Once the modal spectral density function is estimated for each mode, damping ratio can be
estimated too using classical methods such as the half power bandwidth method, which acts directly
on the modal power spectral density in the frequency domain, or the logarithmic decrement, which
acts on the modal auto-correlation—i.e., the Inverse Fourier Transform of the modal power spectral
density—in the time domain. The latter is usually more accurate, hence it has been chosen for the
present study.
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3. Case Study

3.1. Description of the Numerical Model of the Structure

The structure chosen for the present work is a moored spar, inspired to the OC3-Hywind Spar
buoy coupled with the NREL-5MW offshore wind turbine in fully parked conditions [9].

The ANSYS AQWA software package has been used for the numerical modeling of the structure
response. The hull has been represented using 104 line elements and wave forces have been calculated
by means of Morison Equation:

f = fIn + fDr, (7)

fIn = (1 + cA) ρπR2aw − cAρπR2 ..
u, (8)

fDr = cDρR
∣∣vw −

.
u
∣∣ (vw −

.
u
)
, (9)

where aw and vw represent respectively the wave particle velocity and acceleration, u the vector of
element motions, R the radius of the line element, ρ the water density, and cA and cD the added mass
and drag coefficients.

The nonlinear term in Equation (7) represents a drag viscous damping, which is the main source
of damping for spar structures. However, as shown e.g., in Jonkman [9], experimental evidence on
spar structures often reveals the presence of some additional linear damping that cannot be regarded
neither as viscous nor as radiation damping. Consequently, linear damping matrices are usually added
to better represent the structure response.

The aim of this work is to test, for the first time, the applicability and the efficiency of the
FDD technique in the non-controlled offshore environment. Therefore, instead of considering the
linearized damping coefficient of the OC3-Hywind, augmented by the additional damping suggested
by Jonkman [9], a wide range of reference values has been considered for the modal damping
coefficients. These values have been chosen as those that would be reasonably encountered in typical
offshore structures upon applying a linearization procedure, and span the whole range of damping
levels allowed by the FDD method, as mentioned in Section 2.1. The added mass coefficient cA has
been set equal to 1.0.

Tables 1 and 2 respectively report the main characteristics of the structure and of its mooring
system, which is made up of three equally spaced catenary lines.

Table 1. Main characteristics of the structure.

Variable Value Units

Water depth 207.0 m
Diameter 6.5 to 9.4 m
Draught 120 m

Taper position −12.0 to −4.0 m
Centre of gravity position −78.8 m

Total mass 7.997 × 106 kg
Roll-pitch inertia 2.304 × 1010 kg·m2

Yaw inertia 1.181 × 108 kg·m2

Table 2. Main characteristics of the mooring system.

Variable Value Units

Line length 472.0 m
Line mass per unit length 143.1 kg·m−1

Fairlead position −70.2 m
Yaw stiffness 9.834 × 107 Nm·rad−1

Radius anchors-fairleads 438.8 m
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3.2. Modal Analysis of the Structure

Except for the nonlinear restoring from mooring lines, which is revealed to be negligible in the
range of motions considered in this work, the system dynamics is fully linear. Consequently, modal
analysis of the structure is expected to give the same results as the FDD method applied to the time
histories of the structure motions.

In order to perform the modal analysis of the structure, all the elements of the mass matrix
have been obtained as the sum of the structural mass or inertia and the corresponding added mass,
calculated by means of Equation (8) as:

A11 =
0w

zmin

cAρπR2 (z) dz, (10)

A15 = A51 =
0w

zmin

cAρπR2 (z) (z− zG) dz, (11)

A55 =
0w

zmin

cAρπR2 (z) (z− zG)
2 dz, (12)

The stiffness matrix has been obtained by calculating separately the hydrostatic terms relative
to the motions of heave, roll, and pitch and the mooring terms relative to surge and sway, using
catenary equation. The yaw term has been assumed equal to that suggested by Jonkman [9] for
the OC3-Hywind.

The resulting non-zero terms of mass and stiffness matrices of the structure are reported in Table 3.
The natural frequencies and the normalized mode shape vectors of the structure, calculated by means
of classical modal analysis, are reported respectively in Table 4 and in Equation (13), where translations
are expressed in meters, and rotations in radians. In the following, modes will always be referred to as
ordered in Table 4 and Equation (13).

Table 3. Mass and stiffness matrices of the structure.

Variable Value Units

M11, M22 1.623 × 107 kg
M15, M24 1.378 × 108 kg·m·rad–1

M33 7.997 × 106 kg
M44, M55 3.461 × 1010 kg·m2·rad–1

M66 1.181 × 108 kg m
K11, K22 6.478 × 104 kg·m2·rad–1

K33 3.352 × 105 N·m–1

K44, K55 1.355 × 109 N·m–1

K66 9.834 × 107 N·m·rad–1

Table 4. Natural frequencies of the structure.

Variable Value Units

ωn,1,ωn,2 0.063 rad·s−1

ωn,3 0.205 rad·s−1

ωn,4,ωn,5 0.202 rad·s−1

ωn,6 0.912 rad·s−1
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Φ =



αγ βγ 0 αδ βδ 0
βγ −αγ 0 βδ −αδ 0
0 0 1 0 0 0

4.5× 10−4βγ −4.5× 10−4αγ 0 −1.1× 10−1βδ 1.1× 10−1αδ 0
4.5× 10−4αγ 4.5× 10−4βγ 0 −1.1× 10−1αδ −1.1× 10−1βδ 0

0 0 0 0 0 1


, (13)

where the non-dimensional real variables (γ, δ) represent the normalization factors of the mode
shapes. Since the structure is axisymmetric, two eigenvalues (natural frequencies) have multiplicity 2
(see Table 4), hence the corresponding eigenvectors (mode shapes) depend on two arbitrary parameters
(α, β). In our case, these parameters are taken as coincident with the load direction. Assuming that the
wave direction is identified by the angle θwith respect to x-direction, we can use:

α = cosθ; β = sinθ, (14)

4. Results of the FDD Technique

In this section, the results of the FDD technique are presented and commented. Four damping
combinations are used to represent a wide range of possible structure designs. In the two sub-sections,
two wave spectra are considered: the first one is typical of the operational conditions of the structure
at the full scale, while the second one is close to the resonant frequency of some modes, a situation in
which the identification method is expected to fail.

4.1. Non-Resonant Wave Conditions

The motions of the structure subjected to a sea state, representative of common operational
conditions, have been obtained in ANSYS AQWA for four different cases, setting damping ratios of
each mode in a way that a wide range of damping matrices, corresponding to lightly, moderately, and
strongly damped structures is investigated.

Each analysis has a duration of 20,000 s and a time step of 0.4 s. The sea state chosen for the
four analyses has significant wave height of 2 m, peak frequency of 1 rad/s and JONSWAP spectrum.
It should be noted that the peak of the wave spectrum is sufficiently far from the natural frequencies of
the spar structure, except that of yaw motion. Consequently, the values of the spectrum in the range
of the natural frequencies is almost constant and equal to 0. The sample frequency is variable from
0.005 rad/s close to the structure natural frequencies to 0.1 rad/s close to the peak of the spectrum.
The wave direction is set equal to 45◦.

The modal shape matrix of the structure for the case study considered is shown in Equation (15),
where degrees are chosen among radians as the measurement unit of rotations, due to the numerical
issues mentioned in Section 2.2, while translations are expressed in meters. The damping ratios chosen
for each of the four cases are reported in Table 5.

Φ =



0.707 0.707 0 0.115 0.115 0
0.707 −0.707 0 0.115 −0.115 0

0 0 1 0 0 0
0.018 −0.018 0 −0.698 0.698 0
0.018 0.018 0 −0.698 −0.698 0

0 0 0 0 0 1


, (15)
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Table 5. Damping ratios for the four cases.

Mode Case 1 Case 2 Case 3 Case 4

1 0.01 0.05 0.10 0.07
2 0.01 0.05 0.10 0.03
3 0.01 0.05 0.10 0.10
4 0.01 0.05 0.10 0.03
5 0.01 0.05 0.10 0.07
6 0.01 0.05 0.10 0.01

Damping matrices have been obtained for each case and motions of the structure have been figured
out using ANSYS AQWA. Then, FDD analysis has been run, using a built-in code, and results have
been compared in terms of natural frequencies, damping ratios, and mode shapes, using the modal
coherence as defined in Equation (4), between the mode shapes resulting from modal analysis and
those estimated from FDD. The value chosen for the threshold t2 mentioned in Equations (5) and (6)
is 0.85.

The singular value plot obtained in the first case is shown in Figure 4 to illustrate a typical output
of the method for the case study considered.

Energies 2016, 9, 870  10 of 15 

 

Table 5. Damping ratios for the four cases. 

Mode  Case 1 Case 2 Case 3 Case 4

1  0.01  0.05  0.10  0.07   

2  0.01  0.05  0.10  0.03 

3  0.01  0.05  0.10  0.10 

4  0.01  0.05  0.10  0.03 

5  0.01  0.05  0.10  0.07 

6  0.01  0.05  0.10  0.01 

Damping matrices have been obtained  for each case and motions of  the structure have been 

figured  out using ANSYS AQWA. Then,  FDD  analysis has  been  run, using  a  built‐in  code,  and 

results have been compared in terms of natural frequencies, damping ratios, and mode shapes, using 

the modal coherence as defined  in Equation  (4), between  the mode  shapes  resulting  from modal   

analysis  and  those  estimated  from  FDD.  The  value  chosen  for  the  threshold  t2  mentioned  in   

Equations (5) and (6) is 0.85. 

The  singular value plot obtained  in  the  first  case  is  shown  in Figure 4  to  illustrate a  typical 

output of the method for the case study considered. 

 

Figure 4. Singular value plot  for  the  first combination of damping  ratios  (case 1)  in non‐resonant   

wave conditions.   

The first singular value has three peaks. The first two correspond respectively to the first and 

the third mode, while the third one corresponds to the JONSWAP spectrum (it has been smoothed to 

overcome the coarse discretization realized  in AQWA  in the frequency domain). As expected, the 

first  singular  value  does  not  show  the  peaks  relative  to  all  the  six  modes,  since  the  natural 

frequencies of the missing modes are close to those already identified. It is thus necessary to read the 

plot “vertically”, passing to the subsequent singular values. In particular, the second singular value 

shows the peak relative to the fourth mode and the third singular value shows the peaks relative to 

the second and the fifth modes. It should be noted that the small peak, which can be observed in the 

second  singular value at  low  frequencies does not correspond  to any  real mode but  represents a 

“transition” between the real ones. 

The sixth mode, which is limited to the yaw motion, cannot be estimated properly because the 

simplified numerical model of the structure does not take into account any wave force in this degree 

of freedom. However, a small peak corresponding to the sixth mode can be observed  in the third 

singular  value  plot  at  the  frequency  of  about  0.3  rad/s,  corresponding  to  a minor  peak  in  the 

Response Amplitude Operator of  the  structure  in yaw,  estimated by AQWA  at almost  the  same 

frequency. As  a  consequence,  the  sixth mode  shape  has  been  successfully  estimated, while  the 

Figure 4. Singular value plot for the first combination of damping ratios (case 1) in non-resonant
wave conditions.

The first singular value has three peaks. The first two correspond respectively to the first and
the third mode, while the third one corresponds to the JONSWAP spectrum (it has been smoothed to
overcome the coarse discretization realized in AQWA in the frequency domain). As expected, the first
singular value does not show the peaks relative to all the six modes, since the natural frequencies of
the missing modes are close to those already identified. It is thus necessary to read the plot “vertically”,
passing to the subsequent singular values. In particular, the second singular value shows the peak
relative to the fourth mode and the third singular value shows the peaks relative to the second and
the fifth modes. It should be noted that the small peak, which can be observed in the second singular
value at low frequencies does not correspond to any real mode but represents a “transition” between
the real ones.

The sixth mode, which is limited to the yaw motion, cannot be estimated properly because the
simplified numerical model of the structure does not take into account any wave force in this degree
of freedom. However, a small peak corresponding to the sixth mode can be observed in the third
singular value plot at the frequency of about 0.3 rad/s, corresponding to a minor peak in the Response
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Amplitude Operator of the structure in yaw, estimated by AQWA at almost the same frequency. As a
consequence, the sixth mode shape has been successfully estimated, while the information on the
natural frequency and the damping ratio are not sufficient to obtain an accurate estimation.

As it can be seen, the singular value plot is itself a precious source of information on the dynamic
behavior of the structure. From a more quantitative point of view, the efficiency of the FDD technique
in the four cases of the present study is shown in terms of comparison between input data and output
of FDD in Tables 6–9.

Table 6. Evaluation of FDD efficiency for the first case.

Mode
Natural Frequencies (rad/s) Modal

Coherence

Damping Ratios

Input Output Input Output

1 0.063 0.055 0.998 0.010 0.010
2 0.063 0.055 0.972 0.010 0.019
3 0.205 0.205 1.000 0.010 0.013
4 0.202 0.201 0.989 0.010 0.003
5 0.202 0.201 0.971 0.010 0.001
6 0.912 0.290 1.000 0.010 0.029

Table 7. Evaluation of FDD efficiency for the second case.

Mode
Natural Frequencies (rad/s) Modal

Coherence

Damping Ratios

Input Output Input Output

1 0.063 0.055 0.996 0.050 0.052
2 0.063 0.055 0.862 0.050 0.084
3 0.205 0.202 0.998 0.050 0.057
4 0.202 0.201 0.983 0.050 0.016
5 0.202 0.199 0.978 0.050 0.074
6 0.912 0.290 0.995 0.050 0.126

Table 8. Evaluation of FDD efficiency for the third case.

Mode
Natural Frequencies (rad/s) Modal

Coherence

Damping Ratios

Input Output Input Output

1 0.063 0.054 1.000 0.100 0.109
2 0.063 0.057 0.966 0.100 0.160
3 0.205 0.198 1.000 0.100 0.148
4 0.202 0.201 0.921 0.100 0.044
5 0.202 0.199 0.981 0.100 0.111
6 0.912 0.290 0.998 0.100 0.321

Table 9. Evaluation of FDD efficiency for the fourth case.

Mode
Natural Frequencies (rad/s) Modal

Coherence

Damping Ratios

Input Output Input Output

1 0.063 0.054 0.998 0.070 0.089
2 0.063 0.054 0.579 0.030 0.052
3 0.205 0.202 0.997 0.100 0.139
4 0.202 0.201 0.947 0.030 0.010
5 0.202 0.199 0.885 0.070 0.034
6 0.912 0.288 0.974 0.010 0.029

Except for the sixth mode, which has already been discussed, the results of the identification are
quite satisfactory. In terms of natural frequencies, we have a little underestimation respect to the input
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data, but errors never exceed 15%. Regarding mode shapes, the identification is almost perfect except
for some rare cases, when the mode is identified using the lowest singular values. This is the case
of the second mode in the fourth case, which has been identified through the fourth singular vector.
Damping estimations are very good for the dominating modes—i.e., the first and the third—which are
always identified through the first singular vector, while they become poorer when using the lower
singular vectors. However, it should be kept in mind that, in real applications, the damping matrix
often does not have an evident physical meaning and is usually defined in a conventional way to take
into account multiple effects. As a consequence, the estimation of FDD technique, though approximate,
can be regarded as a useful mean to obtain information about structure damping at least in its order
of magnitude.

4.2. Close to Resonance Wave Conditions

The same process of Section 4.1 has been attempted shifting the peak frequency of the wave
spectrum to 0.3 rad/s, which is close to the natural frequencies of the third, fourth and fifth mode,
as well as to the pseudo-peak of the sixth mode. All the other parameters are kept the same.

The singular value plot is shown in Figure 5 for the first combination of damping ratios, which is
the only one considered in this case.
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wave conditions.

As it can be seen, in this case, the peak relative to the first mode is still clearly identified by the first
singular value, while the one relative to the third mode cannot be figured out, since it lies in the range
of JONSWAP spectrum. Similarly, the third and the fourth mode cannot be clearly identified. It is
interesting to note, however, that the “transitional” peak of the second singular value at low frequency
observed in Figure 4 is not present in Figure 5. That happens because the almost resonant modes (third,
fourth, and fifth) limit their influence on the first two singular values to the frequency range interested
by resonance. As a consequence, the peak in the second singular value at low frequency in this case
corresponds to the second mode, enabling it to be identified more accurately than previously, when
it fell in the third singular value. At last, it is remarkable that the pseudo-peak in the third singular
value—corresponding to the sixth mode—is still present in the singular value plot, even if its frequency
is closer to the peak frequency of the wave spectrum than the ones of the other almost resonant modes.
The physical reason of this permanence is that, as it has been mentioned previously, no wave force in
yaw degree of freedom is taken into account in the mode, hence the wave does not provoke resonance.
The quantitative results of the identification process are reported in Table 10.
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Table 10. Evaluation of FDD efficiency for the first damping ratio combination (case 1) in close to
resonance wave conditions.

Mode
Natural Frequencies (rad/s) Modal

Coherence

Damping Ratios

Input Output Input Output

1 0.063 0.059 0.998 0.010 0.010
2 0.063 0.059 1.000 0.010 0.011
3 0.205 0.199 0.751 0.010 0.000
4 0.202 0.199 0.643 0.010 0.012
5 0.202 0.199 0.779 0.010 0.004
6 0.912 0.279 0.996 0.010 0.032

As evident from Figure 5, the estimations for third, fourth, and fifth mode are not reliable in such
a case, while the first two modes are described even more accurately than in Section 3.1 and the sixth
mode shape is still estimated correctly.

5. Conclusions

The present work proposes a methodology for the dynamic identification of the rigid body motions
of a spar floating support for offshore wind turbine, using the Frequency Domain Decomposition
(FDD) method for Operational Modal Analysis. The method has been applied on a numerical model
of the spar floating support, implemented in ANSYS AQWA, where the rotor is assumed to be in fully
parked conditions and the rotor-nacelle assembly is modeled as a lumped mass. Consistently with the
basic assumptions of the FDD method, the numerical model is based on a linear equation of motion,
with modal damping coefficients lower than 15%. The results of the identification method have been
obtained in terms of natural frequencies, mode shapes, and modal damping ratios; and these results
have been compared to the input data of the numerical model. Firstly, a series of tests with four different
damping matrices have been conducted in non-resonant JONSWAP wave conditions. The modal
damping coefficients have been chosen in a such way that a wide range of realistic structure designs
are represented. Very consistent results—in terms of mode shapes, natural frequencies identification,
as well as modal damping ratios—have been obtained for all the four damping matrices. Generally
speaking, the method has proved to work better for the dominating modes, which are associated with
the first two singular values, while less accurate results are obtained for the modes associated with
the subsequent singular values. Secondly, a different JONSWAP wave condition with peak frequency
close to the natural frequencies of three modes (close-to-resonance wave condition) has been tested for
a specific damping matrix. In this case, the results have shown that the method fails in identifying the
resonant modes, but proves to be even more accurate in identifying the other ones, with respect to the
non-resonant wave conditions.

In conclusion, the FDD method here proposed has proven to be a viable method for output-only
identification of floating structures, provided that the equation of motion can be written in a linear
form in the time domain. If nonlinear terms, such as viscous drag, have to be taken into account,
they should be appropriately linearized. To enhance the efficiency of the method, various wave
conditions should be considered, since the identification of each mode is more accurate as the peak
frequency of the sea state is far from the natural frequency of the mode. Sea states inducing high modal
damping ratios—i.e., larger than 15%—should be excluded from analysis, consistently with the basic
assumptions of the FDD method.

Possible practical applications of the method are not only the full scale structures in their
operational conditions but also intermediate to large scale models to be tested in seawater. Such models
may be advantageous with respect to traditional small scale models tested in ocean basin, as longer
and cheaper experimental activities may be carried out.
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