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1. Introduction

Renewable photovoltaic (PV) generation systems represent an attractive and viable alternative of electrical energy supply to decrease the environmental contamination and the global warming effect produced by the consumption of fossil fuels. The PV installations have been steadily growing over recent decades. At present, a considerable number of PV generation plants are connected to power networks or to supply isolated electrical loads [1].

The dynamic performance of these PV generation systems is important for the planning, design, and operation of power networks where they are connected [2,3]. This work mainly focuses in a time domain (TD) framework for the representation of these interconnected PV generation system working under dynamic and periodic steady state operation conditions [4].

Reported technical problems and limitations of PV generation are its variability, intermittency, and adverse power quality effects, such as harmonic distortion, voltage, and frequency variations [5]. These problems can be analysed with the proposed TD methodology. The TD solution can be applied...
to take adequate control decisions, e.g., to regulate the power generation and the energy conversion process or to enhance the electrical network stability [6–8].

The extrapolation to the limit cycle and Poincare map approach [9] has been applied to quickly obtain the periodic steady state of electrical systems [10,11]. The proposed methodology extends this application to interconnected microgrids with PV sources, taking into account the energy conversion system through power electronic components, such as transistors, MOSFETs and IGBTs. This conversion process requires the commutation of these electronic devices at an adjustable or controllable frequency and needs an adequate time step during the TD solution process [12]. Among the several methods reported in [9], the Numerical Differentiation (ND) approach is known to have a relatively simple formulation and good precision characteristics. Besides, the ND method is numerically robust and it has good convergence properties [13]. Therefore, in this contribution, it is used to speed-up the periodic steady state solution of the microgrid with interconnected PV generation, and to reduce the execution time and the computational effort required to obtain the periodic steady state solution in TD.

The cubic spline interpolation (CSI) is a technique that has been applied to accurately estimate a new point between known data with smaller error that the obtained by using square or linear interpolation [14,15]. The application of the cubic splines is proposed to adjust the number of points per cycle needed to represent the periodic steady state waveform. The CSI approach enhances the ND response with a time step reduction, thus avoiding a large computational effort. The CSI technique obtains new solution points, adjusted with a smaller error.

This contribution presents an efficient TD solution process to obtain the periodic steady state of microgrids with PV generation sources. This process incorporates fast and precise mathematical and numerical tools such as Newton Raphson (NR), trapezoidal rule (TR), DN, and CSI, respectively. The proposed TD methodology can be used to assess stability [16,17], power quality [18–20], dynamic and periodic steady state operation, fault and transient conditions, among other issues, of microgrids with PV sources [21].

The rest of the paper is organized as follows: Section 2 deals with the microgrid description, its modelling and the interconnection of PV systems; Section 3 reviews the ND method based on the Poincare map and the extrapolation to the limit cycle concepts; Section 4 explains the CSI method to adjust the number of time steps per cycle and to define the time step to be used during the electrical system solution; Section 5 details a flowchart of the solution procedure; Section 6 reports the practical application of the methodology through a test case and limitations of the microgrid modelling; Section 7 draws the main conclusions of this research work.

2. System Description and Modelling

Figure 1 shows the configuration of a single-phase grid-connected PV generation system. It contains a PV array, a capacitor link, a DC/DC converter, a DC/AC converter, a filter, and a utility grid [12].

The capacitor link is connected to the output of the PV array to decouple the AC-system dynamics from the PV array. The DC/DC converter is used to maintain an adequate voltage level and for maximum power point tracking (MPPT) of the generation system [22]. The DC/AC converter is used to obtain AC power. Finally, the filter is used to mitigate the total harmonic distortion (THD) at the point of common coupling (PCC).
2. System Description and Modelling

Typically, a single PV cell generates an electrical power of about 1 to 3 W [23]. To increase the power, several PV cells are connected in the appropriate series-parallel combination to form larger capacity units, called PV modules. Figure 2 shows the equivalent circuit of a practical PV module.

The equation from the theory of semiconductors that mathematically describes the characteristic of a practical PV module is [24, 25]:

\[
I = I_{pv} - I_o \left( \exp \left( \frac{V + R_s I}{aVT} \right) - 1 \right) - \frac{V + R_s I}{R_p} \tag{1}
\]

where \(I_{pv}\) and \(I_o\) are the generated PV and saturation currents of the PV module, respectively. \(I_d\) is the Shockley diode equation, which is the second term in (1). \(V_T = n_s k T_j / q\) is the thermal voltage of the module with \(n_s\) cells connected in series, \(q\) is the electron charge \((1.60217646 \times 10^{-19} \text{ C})\), and \(T_j\) is the temperature on the p-n junction (Kelvin). In (1), \(a\) is the diode ideal constant, \(R_s\) is the equivalent series resistance of the PV module (\(\Omega\)), and \(R_p\) is the equivalent parallel resistance (\(\Omega\)).

From (1) the I-V curve can be obtained, where three particular points are highlighted, i.e., short circuit \((0, I_{sc})\), maximum power point \((V_{mpp}, I_{mpp})\), and open circuit \((V_{oc}, 0)\) [26]. This curve makes easier the adjustment and the validation of the desired mathematical I-V equation. Furthermore, it can help to determine the stability of the system, i.e., there can be potential instabilities within a grid-connected PV generation system if the operating point of the PV array is moved towards the constant region of the characteristic curve of a PV array [27]. Additionally, the P-V curve also dictates the performance of a PV module.

A PV array consists of \(N_p\) parallel and/or \(N_s\) series connected modules. To include a PV array model in the PV generation system, a Thevenin equivalent is obtained in this work based on the calculation of the \(R_p\) and \(R_o\) parameters of the model of Figure 2. Basically, this is achieved by solving the nonlinear relation (1), considering the PV array working at MPP.

The calculation of the PV Thevenin equivalent follows the steps detailed next:

**Step 1.** When a PV array is assembled, \(V_{oc}\) and \(I_{sc}\) are proportional to the number of series and parallel connected modules, respectively [23, 26]. The total PV array characteristics are calculated with:
\[ \begin{align*}
\text{V}_{\text{OC}} &= N_s \text{V}_{\text{oc}} \\
\text{V}_{\text{MPP}} &= N_s \text{V}_{\text{mpp}} \\
I_{\text{SC}} &= N_p I_{\text{sc}} \\
I_{\text{MPP}} &= N_p I_{\text{mpp}}
\end{align*} \]  

(2)

*Step 2.* We assume that \( I_{\text{pv}} \) of the adopted model equates the maximum possible generated current \( (I_{\text{sc}}) \). This permits to calculate \( I_0 \) by using:

\[ I_0 = \frac{I_{\text{SC}}}{\exp \left( \frac{\text{V}_{\text{oc}}}{aV_T} \right) - 1}. \]  

(3)

*Step 3.* By considering that the PV array works at MPP, we evaluate (1) at the MPP, obtaining:

\[ I_{\text{MPP}} = I_{\text{PV}} - I_0 \left[ \exp \left( \frac{\text{V}_{\text{MPP}} + R_S I_{\text{MPP}}}{aV_T} \right) - 1 \right] - \frac{\text{V}_{\text{MPP}} + R_S I_{\text{MPP}}}{R_P}. \]  

(4)

Also, from Figure 3b it can be noticed that the derivative of the power with respect to the voltage is zero at the MPP. This condition is described by:

\[ \frac{I_{\text{MPP}} R_S - \text{V}_{\text{MPP}}}{aV_T} I_0 \exp \left( \frac{\text{V}_{\text{MPP}} + R_S I_{\text{MPP}}}{aV_T} \right) + I_{\text{MPP}} \left( \frac{R_S}{R_P} + 1 \right) - \frac{\text{V}_{\text{MPP}}}{R_S} = 0. \]  

(5)

Thus, (4) and (5) are solved simultaneously in order to obtain \( R_S \) and \( R_P \), for instance by using the Newton Raphson (NR) method.

*Step 4.* Once \( R_S \) and \( R_P \) are known from the solution of (4) and (5), and following the Thevenin theorem, the equivalent voltage source is obtained as:

\[ \text{V}_{\text{TH}} = R_P \left[ I_{\text{PV}} - I_0 (\exp \left( \frac{\text{V}_{\text{MPP}} + R_S I_{\text{MPP}}}{aV_T} \right) - 1) \right] \]  

and the equivalent resistance is given by:

\[ R_{\text{TH}} = R_P + R_S. \]  

(7)

The resultant Thevenin equivalent given by (6) and (7) is finally ready to be interfaced with the rest of the components and the grid.

### 2.2. DC/DC Converter

The DC/DC converter corresponds to the boost converter (BC). The main task of a BC is to maintain the output voltage \( v_{\text{out}} \) at a desired level, considering that the input voltage \( v_{\text{in}} \) and load may fluctuate. In the BC, the output voltage is always higher than the input voltage. When the switch is “on”, the diode is reverse biased, thus isolating the output stage. The input supplies energy to the inductor. When the switch is “off”, the output stage receives energy from the inductor as well as from the input. The switch is controlled by a pulse-width modulation (PWM) scheme in which the duty ratio \( d \), defined as \( d = T_{\text{on}}/T_s \), is adjusted as required [28]; \( T_s \) represents the BC switching period, defined as the inverse of the switching frequency \( F_s \), normally set at several kHz [29]; \( T_{\text{on}} \) is the time in which the switch remains in “on” state within a switching period. The conduction time of the diode complements the conduction time of the switch.

For the PV generation system, it is desired that the PV array work at MPP; \( v_{\text{in}} \) of the BC (equal to the output voltage of the PV array) must be equated to \( \text{V}_{\text{MPP}} \) by adjusting \( d \). Since the PV array depends on environmental conditions, \( \text{V}_{\text{MPP}} \) is variable. There are several MPPT algorithms; the most popular are the perturb and observe (P&O) and the incremental conductance (InC) methods [30]. Since this contribution ultimately focuses on the periodic steady state operation condition, it is assumed that the PV array works at the MPP by adopting the P&O method. Furthermore, the PV system is a non-feedback system, i.e., the output of the system has no influence or effect on the control action of the input signal. In other words, it is an open-loop system.
2.3. DC/AC Converter

Figure 3 shows a DC/AC converter. The main objective of a DC/AC converter is to generate a sinusoidal AC output voltage, whose magnitude and frequency can both be controlled. It can be observed from Figure 3 that the DC/AC converter corresponds to a single-phase full-bridge inverter. The switching actions of the inverter are controlled by a PWM scheme with unipolar voltage switching [28].

![Figure 3. Single-phase full-bridge inverter.](image)

Here, the switches in the legs A and B of the full-bridge inverter are controlled separately by comparing the triangular waveform $V_{tri}$ (which establishes the switching frequency of the inverter switches) with two sinusoidal signals $V_{control}$ and $-V_{control}$ (which set the desired fundamental frequency of the inverter output voltage) as shown in Figure 4, where the peak value of $V_{control}$ (the same for $-V_{control}$) is related to $V_{tri}$ through the modulation ratio $m_a = V_{control}/V_{tri}$.

It is observed that $m_a$ corresponds also to the ratio between the magnitude of the fundamental component of the output voltage $v_{ac}$ and the magnitude of the input voltage $v_{dc}$. The frequency of $V_{tri}$ is fixed at several kHz, and determines the order of the harmonics of $v_{ac}$ [28]. Harmonics in $v_{ac}$ appear as sidebands centered at every two times the frequency modulation ratio $m_f = f_s/f_0$, where $f_s$ is the switching frequency and $f_0$ is the ac-system frequency.

![Figure 4. Sinusoidal pulse-with modulation (PWM) for unipolar voltage switching.](image)

In the unipolar PWM voltage switching scheme applied to the inverter, the control for leg A is independent of the control of leg B. For leg A, when $V_{control} < V_{tri}$, $S_{a1}$ is turned on, otherwise is turned off ($S_{a2}$ is always complementary to $S_{a1}$). The same rule governs the control of leg B, but using $-V_{control}$ instead of $V_{control}$.
3. Efficient Time-Domain Solution Using the Numerical Differentiation Method

The ND method can be applied to efficiently obtain the periodic steady state of a microgrid with PV energy sources. In principle, a nonlinear power network/component can be mathematically modelled by a set of first-order differential algebraic equations (DAEs), and using some integration routine, such as the TR or Fourth-Order Runge-Kutta (RK4) algorithm [31], the periodic steady state solution is obtained. This conventional process, known as “brute force” (BF) approach [9,32] can be inefficient, as it may require of a considerable time and computer effort. However, TD solution can be significantly accelerated to obtain the periodic steady state solution with the use of Newton type methods [10,13]. The mathematical model of DAEs is represented by state space equation:

$$\frac{dx}{dt} = [A]x + [B]u.$$ \hspace{1cm} (8)

The extrapolation to the limit cycle of the state vector represented by \(x^\infty\) can be calculated as in [10], i.e.,

$$x^\infty = x^i + C(x^{i+1} - x^i)$$ \hspace{1cm} (9)

where \(x^i\) is the state vector at the beginning of the base cycle, \(x^{i+1}\) is the state vector at the end of the base cycle, \(C\) is the iteration matrix, \(\Phi\) is the state transition matrix, \(I\) is the unit matrix, \(T\) is the fundamental frequency period.

The \(\Phi\) matrix can be approximated using finite-difference derivative as:

$$\Phi \approx \frac{\Delta x(t + T)}{\Delta x(t)}.$$ \hspace{1cm} (12)

The identification of \(\Phi\) is detailed as follows: a base cycle \(x(t)\) is obtained through the numerical integration of (8) using the BF method during a defined number of cycles, depending of the system damping [10], and starting from a determined initial condition (e.g., zero condition). Usually, the number of cycles comprises the initial transient. A base cycle can be seen as the last cycle of this initial transient period. Then, the base cycle is sequentially perturbed with a small value at the beginning of each state variable. The difference \(\Delta x\) between the base cycle and the perturbed base cycle at the end of the cycle is then evaluated to obtain \(\Delta x^{i+1} = x^{i+1} - x^i\) for all the state variables. This allows the sequential identification of the state transition matrix by columns.

With \(\Phi\) identified, the iteration matrix \(C\) can be evaluated using (10). Finally, at this point the state vector at the limit cycle can be evaluated using (9). It represents the limit cycle estimation of the state vector. In other words, ND computes \(\Phi\) using a column-by-column process. The \(k\)th column of \(\Phi\) is \(\Phi_k\), for \(k = 1, 2, \ldots, n\). This column can be computed by perturbing the \(k\)th state, i.e., let \(x(t) \rightarrow x(t) + \Delta x_k(t)\) and compute \(x(t + T) + \Delta x_k(t + T)\) by numerical integration of (8) over one period. By letting \(\Delta x_k(t)\) to be equal to \(\varepsilon U_k\), with \(\varepsilon\) being a small real number, e.g., \(10^{-6}\), and \(U_k\) the \(k\)th column of an identity matrix of dimension \(n\), for \(k = 1, 2, \ldots, n\), then, by considering (12) we obtain:

$$\Delta x_k(t + T) = \Phi \varepsilon U_k$$ \hspace{1cm} (13)

and consequently

$$\Delta x_k(t + T) = \varepsilon \Phi_k.$$ \hspace{1cm} (14)

Therefore

$$\Phi_k = \Delta x_k(t + T) / \varepsilon.$$ \hspace{1cm} (15)
Each column of $\Phi$ can be computed with (15). All $n$ states of the system (8) must be perturbed separately in order to compute the $n$ columns of the sensitivity matrix. Note that $n + 1$ cycles must be computed to apply (9).

**Variants of Solution**

Different implementation strategies can be explored for the efficient solution of the microgrid with PV energy sources using the ND method. The identification of the $\Phi$ matrix is the most computationally demanding task during the iterative TD location of the limit cycle. If $\Phi$ and $C$ are updated at each iteration step using (10) and (11), a Newton process of quadratic convergence to the limit cycle of the state variables results [10]. On the other hand, it becomes a linearly convergent process if $\Phi$ and $C$ are kept constant after the first evaluation using (10) and (11). However, this solution process is expected to be significantly faster than the first approach, since a repetitive identification of $\Phi$ is avoided.

### 4. Cubic Spline Interpolation

Once the ND method has obtained the steady state solution using the fewest number of data points, it does not represent the final solution and different order harmonics may appear. To avoid this, it is necessary to use an interpolation method to estimate intermediate data points using a mathematical function that minimizes the overall surface curvature, resulting in a surface that passes exactly through the input points. In this work, CSI is used. The objective of the CSI process is to derive a third-order polynomial for each interval of data points [14]. The polynomial for each interval can be represented by its general form:

$$f_i(x) = a_i x^3 + b_i x^2 + c_i x + d_i,$$

(16)

Figure 5 helps to explain the notation used to derive cubic splines. The first step in the derivation [33] is based on the observation that since each pair of knots is connected by a cubic function, the second derivative within each interval is a straight line. Equation (16) can be differentiated twice to verify this observation. On this basis, the second derivatives can be represented by a first-order Lagrange interpolating polynomial as:

$$f_i''(x) = f_i''(x_{i-1}) \frac{(x - x_i)}{(x_{i-1} - x_i)} + f_i''(x_i) \frac{(x - x_{i-1})}{(x_i - x_{i-1})}$$

(17)

where $f_i''(x)$ is the value of the second derivative at any point $x$ within the $i$th interval. Thus, this equation is a straight line connecting the second derivative at the first knot $f''(x_{i-1})$ with the second derivative at the second knot $f''(x_i)$.

![Figure 5. Notation used to derive cubic splines.](image-url)

Next, (17) can be integrated twice to obtain an expression for $f_i(x)$. However, this expression will contain two unknown constants of integration. These constants can be evaluated by invoking the
function-equality conditions, i.e., \( f(x) \) must equal to \( f(x_{i-1}) \) at \( x_{i-1} \) and \( f(x) \) must equal to \( f(x_i) \) at \( x_i \). By carrying out these evaluations, the following equation results:

\[
f_i(x) = \frac{f''(x_{i-1})}{6(x_{i-1}-x_i)}(x_i - x)^3 + \frac{f''(x_i)}{6(x_i-x_{i-1})}(x-x_{i-1})^3 + \left[ \frac{f(x_{i-1})}{(x_{i-1}-x_i)} - \frac{f''(x_{i-1})}{6(x_{i-1}-x_i)} \right] (x_i - x) + \left[ \frac{f(x_i)}{(x_{i-1}-x_i)} - \frac{f''(x_i)}{6(x_i-x_{i-1})} \right] (x - x_i).
\] (18)

Clearly, this relationship is a much more complicated expression for the cubic spline for the \( i \)th interval than, say, (16). However, please notice that it has only two unknown coefficients, i.e., the second derivatives at the end knots are zero and the problem is reduced to \( 2 \times 2 \) simultaneous equations. If this is done for both, the \((i-1)\)th and the \(i\)th intervals, and the two results are set equal according to (19), the following relationship results:

\[
(x_i - x_{i-1}) f''(x_{i-1}) + 2(x_{i+1} - x_i) f''(x_i) + (x_{i+1} - x_i) f''(x_{i+1}) = \frac{6}{(x_{i+1} - x_i)} [f(x_{i+1}) - f(x_i)] + \frac{6}{(x_{i+1} - x_i)} [f(x_{i+1}) - f(x_i)].
\] (20)

If (20) is written for all interior knots, \( n - 1 \) simultaneous equations result with \( n + 1 \) unknown second derivatives. However, since this is a natural cubic spline, the second derivatives at the end knots are zero and the problem is reduced to \( n - 1 \) equations with \( n - 1 \) unknowns. In addition, notice that the system of equations will be tridiagonal. Thus, not only we have reduced the number of equations but we have also arranged them in a form that is extremely easy to solve.

5. General Time-Domain Solution Scheme

The flowchart of the time domain solution method to obtain the periodic steady state of microgrids with PV energy sources is shown in Figure 6.

![Flowchart of the Numerical differentiation method combined with cubic spline interpolation (ND-CSI) method.](image)
It is basically composed by five blocks, whose function are as follows: the first block reads the parameters of the microgrid and the PV generation system, the second block obtains the Thevenin equivalent circuit of the PV array, the third block is based on the circuit of Figure 1, where the PV array is replaced by the corresponding Thevenin equivalent, finds the set of DAEs. In the fourth block, the DAE representation of the grid connected PV generation system is efficiently solved with the ND method. Finally, the fifth block reconstructs the steady state waveform using the CSI method.

6. Test Case

The periodic steady state solution of the single-phase grid-connected PV generation system of Figure 7 is obtained in the TD framework. The solution is obtained using the BF and ND combined with CSI methods. For the first case, the BF procedure is evaluated with a sampling time-step of 0.1 µs. For the second case, ND obtains the periodic steady state with a sampling time-step of 2.5 µs. Then, the CSI procedure is used just once to reconstruct the waveform. The criterion for convergence of the state variables has been set to $10^{-4}$.

![Figure 7](image)

**Figure 7.** Microgrid supplied by a PV source.

The microgrid has a voltage source, a capacitor bank, five transmission lines, two linear loads, and the PV generation system. The dynamic operation of the system is represented by twelve DAEs. The voltage at the capacitors and the currents in the inductors where chosen as state variables. Figure 8 shows the equivalent circuit of the single-phase grid-connected PV generation system.

![Figure 8](image)

**Figure 8.** Equivalent circuit of the microgrid supplied by a PV source (state variables are highlighted in red).
The corresponding parameters are contained in Table 1. The PV array is solved for standard test conditions (STC), i.e., irradiance of 1000 W/m² and temperature of 25 °C. The PV system operates at the MPP.

Table 1. Data of grid-connected PV generation system.

<table>
<thead>
<tr>
<th>PV Array at STC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_S)</td>
<td>17</td>
</tr>
<tr>
<td>(N_P)</td>
<td>2</td>
</tr>
<tr>
<td>(V_{oc})</td>
<td>21.47 V</td>
</tr>
<tr>
<td>(I_{sc})</td>
<td>7.6 A</td>
</tr>
<tr>
<td>(V_{mpp})</td>
<td>17.1 V</td>
</tr>
<tr>
<td>(I_{mpp})</td>
<td>7.1 A</td>
</tr>
<tr>
<td>(P_{max})</td>
<td>121.41 W</td>
</tr>
<tr>
<td>(n_s)</td>
<td>28</td>
</tr>
<tr>
<td>(k_i)</td>
<td>0.00502 A/°C</td>
</tr>
<tr>
<td>(k_v)</td>
<td>−0.08 V/°C</td>
</tr>
<tr>
<td>(a)</td>
<td>1.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Capacitor link</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{PV})</td>
<td>5500 F</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DC/DC Converter</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(L)</td>
<td>9 mH</td>
</tr>
<tr>
<td>(C)</td>
<td>2200 F</td>
</tr>
<tr>
<td>(F_s)</td>
<td>10 kHz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DC/AC Converter</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_s)</td>
<td>25 kHz</td>
</tr>
<tr>
<td>(m_a)</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_{fc})</td>
<td>1 m</td>
</tr>
<tr>
<td>(L_{fc})</td>
<td>0.3 mH</td>
</tr>
<tr>
<td>(R_{fg})</td>
<td>1 m</td>
</tr>
<tr>
<td>(L_{fg})</td>
<td>0.15 mH</td>
</tr>
<tr>
<td>(R_d)</td>
<td>2</td>
</tr>
<tr>
<td>(C_f)</td>
<td>2.2 F</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Microgrid</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_{AC})</td>
<td>230 V</td>
</tr>
<tr>
<td>(R_1)</td>
<td>1</td>
</tr>
<tr>
<td>(R_2)</td>
<td>33</td>
</tr>
<tr>
<td>(R_3)</td>
<td>1</td>
</tr>
<tr>
<td>(R_4)</td>
<td>33</td>
</tr>
<tr>
<td>(R_5)</td>
<td>1</td>
</tr>
<tr>
<td>(L_1)</td>
<td>1 mH</td>
</tr>
<tr>
<td>(L_2)</td>
<td>0.17 H</td>
</tr>
<tr>
<td>(L_3)</td>
<td>1 mH</td>
</tr>
<tr>
<td>(L_4)</td>
<td>0.17 H</td>
</tr>
<tr>
<td>(L_5)</td>
<td>1 mH</td>
</tr>
<tr>
<td>(C_5)</td>
<td>220 F</td>
</tr>
</tbody>
</table>

The resultant parameters of the PV array are obtained via the procedure described in Section 2.1 and presented in Table 2. Figure 9 shows the solution to the periodic steady state of the current waveform at PCC using the ND-CSI process. Five initial cycles and a base cycle were obtained before applying the ND method. One cycle of the periodic steady state solution is shown.
Table 2. Variables calculated for the PV generation system.

<table>
<thead>
<tr>
<th>Key Points of V-I Curve of PV Array</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{OC} ) Open-circuit voltage</td>
<td>365 V</td>
</tr>
<tr>
<td>( I_{SC} ) Short-circuit current</td>
<td>15.2 A</td>
</tr>
<tr>
<td>( V_{MPP} ) Voltage at MPP</td>
<td>290.8 V</td>
</tr>
<tr>
<td>( I_{MPP} ) Current at MPP</td>
<td>14.2 A</td>
</tr>
<tr>
<td>( P_{MAX} ) Maximum power</td>
<td>4129.4 W</td>
</tr>
</tbody>
</table>

Parameters for Thevenin Equivalent

| \( R_S \) Series resistance          | 2.0 \( \Omega \) |
| \( R_P \) Parallel resistance        | 2.172 \( k\Omega \) |
| \( V_{TH} \) Thevenin voltage       | 31.17 kV |
| \( R_{TH} \) Thevenin resistance     | 2.174 \( k\Omega \) |

![Image of current waveform]

**Figure 9.** Current waveform at PCC.

In Figure 10, the results of the measured current waveform at the PCC obtained with the BF (using TR), ND-CSI, and PSCAD/EMTDC methods, respectively, are illustrated.

![Image of periodic steady state current waveform]

**Figure 10.** Periodic steady state current waveform at PCC.

The discrete periodic steady state current waveform is obtained with a reduced time step for the DN method. Then, it is reconstructed using CSI to obtain the final solution with a time step equal
to the used by the PSCAD/EMTDC simulator. An excellent agreement between responses can be observed. The corresponding comparison in harmonic content is shown in Figure 11. The order of the generated harmonics depends on the carrier frequency \( f_{\text{tri}} \), and of the frequency modulation ratio (\( m_f \)). Please notice that the harmonic distortion of the waveform is mainly due to the presence of third, fifth and seventh harmonics. The magnitude of the third harmonic is above the limit allowed by harmonic standards [34]. Again, a close agreement between the responses obtained with the BF, ND-CSI, and PSCAD/EMTDC are shown.

Figure 11. Harmonic content of current at PCC.

Table 3 shows the converged values of \( d \) and of the DC components (averages) of voltage and current at the PV array terminals.

Table 3. Simulation results of test case.

<table>
<thead>
<tr>
<th>PV Array</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{p0} )</td>
<td>290.93</td>
<td>DC component of voltage at PV terminals</td>
<td></td>
</tr>
<tr>
<td>( I_{p0} )</td>
<td>14.20</td>
<td>DC component of current at PV terminals</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boost converter</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>0.277</td>
<td>Duty Ratio</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Point of common coupling</th>
<th>BF</th>
<th>PSCAD</th>
<th>ND-CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( THD_{v_{pcc}} )</td>
<td>1.16%</td>
<td>1.16%</td>
<td>1.17%</td>
</tr>
<tr>
<td>( THD_{i_{pcc}} )</td>
<td>5.27%</td>
<td>5.27%</td>
<td>5.29%</td>
</tr>
<tr>
<td>( S )</td>
<td>4.7715 kVA</td>
<td>4.7715 kVA</td>
<td>4.7735 kVA</td>
</tr>
<tr>
<td>( P )</td>
<td>4.1350 kW</td>
<td>4.1350 kW</td>
<td>4.1370 kW</td>
</tr>
<tr>
<td>( PF )</td>
<td>0.8667</td>
<td>0.8667</td>
<td>0.8669</td>
</tr>
</tbody>
</table>

Table 3 concludes that the obtained values agree with the MPP as given in Table 2. Also, Table 3 reports the THD and powers at the PCC obtained with the BF and ND-CSI methods, respectively. Please observe that the maximum error between responses is negligible, i.e., it is only 0.02% for the THD in \( i_{pcc} \).

The algorithm used in this research was implemented with an AMD A8-6410 APU processor with AMD Radeon R5 Graphics, 2 GHz, and 6 GB of DDR3 on-board memory. Table 4 presents the variants of implementation of the ND method. In terms of the number of full time domain cycles (NFC) required for the convergence to the limit cycle, the BF method took 38 while the ND-CSI with \( \Phi \) variable took 18, and ND-CSI with \( \Phi \) constant took 30. However, the CPU time needed by the BF
method was 348 ms, the ND-CSI with Φ variable method required 35 ms and the ND-CSI with Φ constant needed 17 ms. In other words, the ND with Φ constant is on average two times faster than the ND with Φ variable. Also, the ND with Φ constant is 20 times faster than BF method.

**Table 4. Comparison of solution methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>348</td>
</tr>
<tr>
<td>NFC</td>
<td>38</td>
</tr>
<tr>
<td>BF</td>
<td>35</td>
</tr>
<tr>
<td>NFC</td>
<td>18</td>
</tr>
<tr>
<td>BF</td>
<td>17</td>
</tr>
<tr>
<td>NFC</td>
<td>30</td>
</tr>
</tbody>
</table>

**Limitations of the Microgrid Modelling**

The ND method presents divergence when the microgrid or PV system parameters are erroneously determined.

An initial condition is required to execute the ND method; usually this condition is set to zero. The initial condition can be determined by using different methods, e.g., power flows solution. If the initial condition is not adequately estimated, the ND method may diverge or the time computer effort to converge may be considerable.

PV array parameters can change according to the environmental conditions making difficult to determine a new MPP. Moreover, the microgrid parameters may be recalculated to make the system stable.

The ND method may show difficulties towards convergence when the integration step is too large, i.e., when the number of samples is not sufficient to reconstruct the periodic steady state waveform. Furthermore, the CSI method presents a larger error when rebuilding the signal, taking more computational effort and time.

**7. Conclusions**

An efficient and accurate time domain methodology to assess the harmonic distortion produced in microgrids with integration of PV sources has been proposed. The TD solution has been substantially enhanced with the combined application of extrapolation to the limit cycle based in the ND method and cubic splines interpolation to the voltage and current waveforms. The computational effort to obtain the time-domain solution has been dramatically reduced when compared against the BF approach, i.e. on average the ND-CSI with Φ variable was 10 times faster than the conventional BF solution and 20 times faster with Φ constant.

It is important to mention that the ND-CSI algorithm with Φ variable needs of a simple modification to become the ND-CSI algorithm with Φ constant. In addition, the ND-CSI approach with Φ constant takes less computational effort than with Φ variable. Therefore, it is worth doing this modification to the method.

The proposed ND-CSI methodology has been successfully verified against the solution obtained with the conventional BF solution and with the PSCAD/EMTDC simulator, respectively. A close agreement between the obtained responses has been achieved. For the reported case study, the maximum error between responses was 0.02%.

At this stage of research, the proposed ND-CSI methodology can be applied for the harmonic distortion assessment of microgrids with integrated photovoltaic sources. Moreover, it can be used for planning, operation and control of microgrids with PV generation sources. Research is under way to incorporate the combined effect of different renewable energy sources. Besides, the execution time of the proposed ND-CSI algorithm can be further reduced by using efficient computational techniques, such as parallel processing based on GPUs. Therefore, this may allow real time applications.
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Nomenclature

List of abbreviations

BC  Boost converter
BF  Brute force method
CSI  Cubic spline interpolation
DAE  Differential algebraic equations
EMTDC  Electromagnetic Transients including direct current
IGBT  Insulated Gate Bipolar Transistor
InC  Incremental conductance
MOSFET  Metal Oxide Semiconductor Field Effect Transistor
MPP  Maximum power point
MPPT  Maximum power point tracking
ND  Numerical differentiation method
ND-CSI  Numerical differentiation method combined with cubic spline interpolation
NFC  Number of full cycle
NR  Newton Raphson
PCC  Point of common coupling
PSCAD  Power systems computer aided design
PV  Photovoltaic
PWM  Pulse-width modulation
P&O  Perturb and observe method
RK4  Fourth-order Runge-Kutta
STC  Standard test conditions
TD  Time domain
TR  Trapezoidal rule
THD  Total harmonic distortion

List of symbols

\( C \)  Iteration matrix
\( f_0 \)  AC-system frequency
\( f_{tri} \)  Frequency of triangular carrier signal
\( I \)  Unit matrix
\( I_{pv} \)  Module PV generated current
\( I_{PV} \)  Array PV generated current
\( I_o \)  Module PV Saturation current
\( I_0 \)  Array PV Saturation current
\( m_f \)  Frequency modulation ratio
\( q \)  Electron charge
\( R_p \)  Module PV equivalent parallel resistance
\( R_s \)  Module PV equivalent series resistance
\( T \)  Fundamental frequency period
\( T_{j} \)  Temperature on the p-n junction
\( T_{on} \)  BC switch is on state
\( T_s \)  BC Switching period
\( v_{ac} \) \hspace{1cm} \text{Inverter output voltage magnitude}

\( v_{dc} \) \hspace{1cm} \text{Inverter input voltage}

\( v_{in} \) \hspace{1cm} \text{BC input voltage}

\( v_{out} \) \hspace{1cm} \text{BC output voltage}

\( V_{control} \) \hspace{1cm} \text{Positive sinusoidal signal control}

\( -V_{control} \) \hspace{1cm} \text{Negative sinusoidal signal control}

\( V_T \) \hspace{1cm} \text{Thermal voltage}

\( V_{tri} \) \hspace{1cm} \text{Triangular carrier waveform}

\( x^i \) \hspace{1cm} \text{State vector at the beginning of the base cycle}

\( x^{i+1} \) \hspace{1cm} \text{State vector at the end of the base cycle}

\( \Phi \) \hspace{1cm} \text{State transition matrix}

References


© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).